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Abstract. Scheduling in large scale distributed computing environments
such as Computational Grids, is currently receiving a considerable atten-
tion of researchers. Despite that scheduling in such systems has much in
common with scheduling in traditional distributing systems, the new
characteristics of Grid systems make the problem more complex and
versatile to match different needs of Grid-enabled applications. In this
work, by conceiving scheduling problem as a family of problems, we first
identify most common versions of the scheduling problem based on six
dimensions: type of the environment, architecture type of the scheduler,
immediacy of the processing, type of interrelations among tasks, type of
preemptive policy and type of optimization model. Then, we review dif-
ferent families of heuristic methods used for the resolution of the problem,
including ad hoc methods, local search methods and population-based
methods.

1 Introduction

The fast development and deployment of Grid systems world-wide are increas-
ingly raising the need for the design of efficient Grid schedulers. Grid systems
are expected to leverage unprecedented larger computing capacities by virtually
joining together geographically distributed resources at large scale. To achieve
this objective, scheduling of tasks and applications onto Grid resources is a key
issue. Scheduling in Grid systems can be seen as the predecessor of Grid schedul-
ing. Thus, computational models for formalizing the problem as well as methods
for its resolutions are quite often borrowed from the scheduling in conventional
distributed systems. However, Grid systems introduce new complexities to the
problem due to their intrinsic characteristics. Also, the versatility of Grid systems
and that of user’s tasks and applications impose new restrictions and require-
ments on Grid schedulers. In fact, the problem becomes even more complex at
the modelling phase, which requires the selection of a careful setting and com-
putational model to match the real Grid system setting.

In this paper we first identify the most important new characteristics of Grid
systems that influence the complexity of the problem. Then, we concentrate on
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the Grid scheduling as a family of problems. Often, the scheduling problem in
the Grid computing literature is vaguely defined and our observations prompt
for precise definitions of the problem by identifying the main dimensions of
the problem. Finally, we briefly review the heuristic methods reported in the
literature for the case of scheduling independent tasks in Grid systems.

The rest of the paper is organized as follows. In Section 2, we briefly present
the characteristics of Grid systems that increase the complexity of scheduling
problems as compared to scheduling in traditional distributed systems. Schedul-
ing as a family of problems is presented in Section 3 based on six dimensions:
type of the environment, architecture type of the scheduler, immediacy of the
processing, type of interrelations among tasks, type of preemptive policy and
type of optimization model. Next, in Section 4, we give the most commonly used
heuristic methods for the resolution of Grid scheduling problems. We end the
paper in Section 5 with some conclusions.

2 Characteristics of Grid Systems

The scheduling problem in distributed systems is one of the most studied prob-
lems in the optimization research community. The intrinsics characteristics of
Grid systems add new complexities to the problem as compared to its tradi-
tional version of conventional distributed systems. We briefly consider below
some of these characteristics:

The dynamic structure of the Grid systems. Unlike traditional distributed
systems such as clusters, resources in a Grid system can join or leave the Grid
in an unpredictable way.

The high heterogeneity of resources. Grid systems act as large virtual super-
computers, yet the computational resources could be very disparate in their
computing capacities.

The high heterogeneity of tasks. Tasks arriving to any Grid system are diverse
and heterogenous in terms of their computational needs.

The high heterogeneity of interconnection networks. Grid resources will be
connected through Internet using different interconnection networks and time
needed for data transmission should be taken into account.

The existence of local schedulers in different organizations or resources. Grids
are cross-domain platforms and particular domains could account for using their
own local schedulers. In such case, Grid schedulers should co-exists and be used
in conjunction with local schedulers.

The existence of local policies on resources. Again, due to the cross-domain
nature of Grid systems, local policies on access and usage of resources are also
to be taken into account.

Task-resource restrictions. Many restrictions and/or incompatibilities could
be derived from task and resource specifications, which Grid schedulers should
take into account.

Scalability and efficiency. Grid schedulers should be scalable since Grid sys-
tems are expected to be large scale. Different types of schedulers (super-schedulers,
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meta-schedulers, decentralized schedulers, local schedulers, etc.) should be con-
sidered in order to achieve scalability and efficiency.

Security. This characteristic, which is not a requirement in classical schedul-
ing, is an important issue in Grid scheduling, although not yet fully addressed
in the current Grid schedulers.

3 Family of Scheduling Problems in Grid Systems

Scheduling problem in Grid systems, in its general form, can be stated as in
the case of scheduling problem for distributed systems: compute a mapping of a
given set of tasks onto a set of available machines. However, behind this general
definition, there are many concrete versions of the problem. Essentially, these
concrete versions are obtained by considering the following six dimensions.
Type of the environment : this dimension refers to the dynamics of the system be-
ing static and dynamic two most common settings. The former assumes that all
resources are available and fixed in number while the later considers that resource
availability can vary over time. For instance, in Cluster Grids, which provide
computing services to a group or institution level, the environment could be con-
sidered static. Or, in the case of Enterprise Grids, enabling multi-departmental
access to shared resources within an enterprise or campus. However, in global
Grids one should assume the dynamics of the resources as an important require-
ment for the Grid scheduler.
Architecture type of the scheduler : Grid schedulers can be organized in different
ways, being the most used architectures the centralized and decentralized ones.
This characteristics essentially depends on the knowledge and control over re-
sources. Centralized schedulers assume full knowledge and control over resources
while decentralized ones assume partial knowledge of available resources. There
is also the hierarchical architecture which combines features of both centralized
and decentralized schedulers.
Immediacy of the processing: this dimension indicates whether the scheduler
should immediately or in batch mode. In fact, in a global setting, both modes
could co-exists since tasks or applications are submitted independently from
many users and some could have the immediate processing requirements while
others, most commonly periodic tasks or large applications, could be processed
in batches.
Type of interrelations among tasks : there could be dependencies among tasks
spawned by applications, requiring a workflow which the scheduler should take
into account. One common scenario in large Grid systems is the submission
of independent tasks or applications, therefore, independent task scheduling is
particularly important for Grid systems.
Type of preemptive and re-scheduling policy: tasks or applications can be pro-
cessed in preemptive or non-preemptive mode. In the first, a task can be tem-
porarily interrupted while in the second, a task processing cannot be interrupted
until it is finished. It should be noted that the dynamics of Grid systems could
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cause premature interruption of task processing due to resource drop from the
system. In such case, Grid schedulers, especially in case of existence of task
dependencies, should include re-scheduling policies, which could be to either re-
sume the task and submit it to another available resource or send it to task pool
and schedule it again as a new incoming task. Rescheduling can thus be seen as
a form of adaptive scheduling.
Type of optimization model : this dimension refers to single vs. multi-objective
optimization model. In classical version of scheduling, usually a few objectives
are considered, most commonly makespan. However, in a Grid context a larger
number of objectives should be considered, including: makespan, flowtime, re-
source utilization, load balancing, matching proximity, turnaround time, total
weighted completion time, lateness, weighted number of tardy tasks, weighted
response time, resource owner’s benefits, etc. Thus, scheduling problem is multi-
objective in nature. It should also be noticed that some criteria are conflicting
among them, especially close to optimality.

Thus, a precise definition of Grid scheduling problem depends on the concrete
setting of each dimension above as well as their combinations.

Another issue is how all the above dimensions are formalized into an optimiza-
tion problem. This depends on the computational model used such as Expected
Time To Compute (ETC model), Total Processor Cycle Consumption model
(TPCC model), etc. (See Xhafa and Abraham [10] for more details.)

To exemplify the different types of scheduling problem that can be obtained
by fixing the setting of the different dimensions, we describe next the version of
Grid scheduling known as “scheduling of independent tasks”.

Scheduling of independent tasks in computational grids. This version of the prob-
lem is obtained by considering the following setting:

– type of the environment : dynamic
– architecture type of the scheduler : centralized
– immediacy of the processing: batch mode
– type of interrelations among tasks : independent tasks
– type of preemptive and re-scheduling policy: non-preemptive; re-scheduling

as a new incoming task, in case of resource drop.
– type of optimization model : four-objective optimization model: makespan,

flowtime, resource utilization and matching proximity.

The problem is formalized using the Expected Time To Compute matrix (ETC
model) in which ETC[j][m] indicates an estimation of how long will it take to
complete task j in resource m. Under the ETC matrix model, the independent
task scheduling can be defined as follows:

– A number of independent tasks to be allocated to Grid resources in non-
preemptive mode.

– A number of machines candidates to participate in the allocation of tasks.
– The workload (in millions of instructions) of each task.
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– The computing capacity of each machine (in Mips).
– The ready times indicating when machines will have finished the previously

assigned tasks.
– The ETC matrix of size nb tasks × nb machines, where ETC[j][m] is the

value of the expected time to compute task j in machine m.

The optimization objectives can be formalized under ETC model using the com-
pletion time (see [10] for their formulae):

completion[m] = ready times[m] +
∑

{j∈Tasks | schedule[j]=m}
ETC[j][m].

4 Heuristic Methods for Scheduling in Grid Systems

At a higher level, the heuristic methods are usually classified as calculus based,
random or enumerative. In the first group we can find greedy algorithms and
ad hoc methods, which implement a direct strategy for computing the solution.
In the second class, which is the largest one, we have guided and non-guided
methods. The former includes Simulated Annealing, Tabu Search, and the large
family of evolutionary algorithms. The final group comprises dynamic program-
ming and branch-and-bound algorithms.

In the case of Grid scheduling problem, many methods from the aforemen-
tioned groups, have been applied to the problem. We list below the most used
methods for the problem for the two groups, namely, calculus and random com-
prising ad hoc, local search-based and population-based methods.

4.1 Ad Hoc Methods

Ah hoc methods comprise both immediate and batch scheduling [5,9,3,1] and
are usually used for single-objective optimization case.

Immediate mode methods. This group includes Opportunistic Load Balancing,
Minimum Completion Time, Minimum Execution Time, Switching Algorithm
and k-Percent Best.

Opportunistic Load Balancing (OLB). This method assigns a task to the ear-
liest idle machine without taking into account the execution time of the task in
the machine.

Minimum Completion Time (MCT). This method assigns a task to the ma-
chine yielding the earliest completion time. Upon a task arrival, all available
resources are examined to determine the resource that yields the smallest com-
pletion time for the task.

Minimum Execution Time (MET). This method assigns a task to the machine
having the smallest execution time for that task. Thus tasks are allocated to
resources that best fit them with regard to the execution time.
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Switching Algorithm (SA). This method combines MET and MCT cyclically
based on the workload of resources. It uses MET till a threshold is reached and
then use MCT to achieve improved load balancing.

k-Percent Best. For a given task, this method considers the candidate set of
nb machines · k/100 best resources (w.r.t. execution times). The machine from
the candidate set yielding the earliest completion time is chosen.

Batch mode methods. This group comprises Min-Min, Max-Min, Sufferage, Rela-
tive Cost and Longest Job to Fastest Resource - Shortest Job to Fastest Resource.

Min-Min. For any task i, the machine mi yielding the earliest completion time
is computed by traversing the ith row of the completion matrix. Then, the task
ik with the earliest completion time is chosen and mapped to the corresponding
machine mk.

Max-Min. This method is similar to Min-Min. The difference is that, for any
task i, once the machine mi yielding the earliest completion time is computed,
the task ik with the latest completion time is chosen and mapped to the corre-
sponding machine.

Sufferage. The idea behind this method is that better scheduling could be
obtained if we assign to a machine a task, which would “suffer” more if it were
assigned to any other machine.

Relative Cost. In allocating tasks to machines, this method takes into account
both the load balancing of machines and the execution times of tasks in machines.

Longest Job to Fastest Resource - Shortest Job to Fastest Resource (LJFR-
SJFR). This method tries to simultaneously minimize both makespan and flow-
time values: LJFR minimizes makespan and SJFR minimizes flowtime.

A comparative evaluation of both immediate and ad hoc methods has been
done in Xhafa et al. [16,13].

4.2 Local Search Methods

Local search is a family of methods that explore the solution space starting from
an initial solution and constructing a path in solution space. Methods in this
family range from simple ones such as Hill Climbing, Simulated Annealing to
more sophisticated ones such as Tabu Search method.

Simple local search methods (Hill Climbing-like) have been studied for the
scheduling under ETC model in Ritchie and Levine [8]. Xhafa [11] used several
local search methods in implementing Memetic Algorithms for the same problem.

Simulated Annealing (SA) is more powerful than simple local search by accept-
ing also worse solutions with certain probability. This method has been proposed
for Grid scheduling by Abraham et al. [1] and Yarkhan and Dongarra [19].

Tabu Search (TS) is a more sophisticated but also more computationally ex-
pensive due to its mechanisms of tabu lists, aspiration criteria, intensification and
diversification. Abraham et al. [1] considered TS as candidate solution method
for the problem. Ritchie [7] implemented the TS for the problem under ETC
model and used it in combination with ACO approach. Xhafa et al. [14] has
presented a full featured TS for the scheduling problem under ETC model.
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4.3 Population-Based Methods

Population-based heuristics is a large family of methods that use populations
of individuals to explore the solution space. Although they usually require large
running times, they are quite efficient when the objective is to find feasible
solutions of good quality in short times, as in case of Grid scheduling. This
family comprises Genetic Algorithms (GAs), Memetic Algorithms (MAs), Ant
Colony Optimization (ACO) and Particle Swarm Optimization (PSO).

Evolutionary algorithms. GAs for Grid scheduling have been addressed by Abra-
ham et al. [1], Braun et al. [3], Zomaya and Teh [20], Page and Naughton [6],
Gao et al. [4], Xhafa et al. [15,17]. MAs is class of population-based methods,
which combine the concepts of evolutionary search and local search. Xhafa [11]
applied unstructured MAs and Xhafa et al. [12] proposed Cellular MAs (struc-
tured MAs) for the independent scheduling problem under ETC model.

Swarm intelligence methods Ant Colony Optimization (ACO) and Particle Swarm
Optimization (PSO) have also been considered for the scheduling problem. An
ACO implementation for the problem under ETC model has been reported by
Ritchie [7]. Abraham et al. [2] proposed an approach using fuzzy PSO algorithm.

4.4 Hybrid Approaches

Although, meta-heuristics are in nature hybrid, higher level approaches combing
stand alone heuristics are also being reported in the literature for the problem.
Recently, Xhafa et al. [18] proposed a GA(TS) algorithm for the scheduling of
independent tasks under ETC model.

5 Conclusions

In this work, we have reviewed the issues related to the scheduling in Grid sys-
tems. Starting with the main factors that determines its complexity, scheduling
problem is conceived as a family of problems, by identifying most of common
versions based on six dimensions: type of the environment, architecture type of
the scheduler, immediacy of the processing, type of interrelations among tasks,
type of preemptive policy and type of optimization model. Then, we have briefly
reviewed different families of heuristic methods used for the resolution of the
problem, including ad hoc methods, local search methods and population-based
methods.
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Á., Baruque, B. (eds.) HAIS 2009. LNCS (LNAI), vol. 5572, pp. 285–292. Springer,
Heidelberg (2009)

19. YarKhan, A., Dongarra, J.: Experiments with scheduling using simulated annealing
in a grid environment. In: Parashar, M. (ed.) GRID 2002. LNCS, vol. 2536, pp.
232–242. Springer, Heidelberg (2002)

20. Zomaya, A.Y., Teh, Y.H.: Observations on using genetic algorithms for dynamic
load-balancing. IEEE Transactions on Parallel and Distributed Systems 12(9), 899–
911 (2001)


	A Compendium of Heuristic Methods for Scheduling in Computational Grids
	Introduction
	Characteristics of Grid Systems
	Family of Scheduling Problems in Grid Systems
	Heuristic Methods for Scheduling in Grid Systems
	Ad Hoc Methods
	Local Search Methods
	Population-Based Methods
	Hybrid Approaches

	Conclusions



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




