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Abstract. Further Division of Recognition Space (FDRS) is a novel technique used for
neural network classification. Recognition space is a space that is defined to categorize
data sample after sample, which is mapped by neural network learning. It is divided
manually into few parts to categorize samples, which can be considered as a line segment
in the traditional neural network classification. In addition, the data recognition space
is divided into many partitions, which will attach to different classes automatically. Ex-
periments results using network traffic and intrusion detection data illustrate that the
method has favorable performance especially with respect to the optimization speed and
classification accuracy.
Keywords: Classification, Neural network, Recognition space, Further division

1. Introduction. Classification is an important research area in data mining. Many
classification techniques including decision tree [1, 2], neural network (NN) [3], support
vector machine (SVM) [4, 5] and other rule based classification systems have been pro-
posed. Neural network classification, which is supervised, has been proved to be a practical
approach with lots of success stories in several classification tasks. However, its training
efficiency is usually a problem, which is the current focus in this paper.

Many attempts have been made to speed up the convergence and improve the accuracy
of neural network classification. Commonly known heuristic approaches such as momen-
tum [6], variable learning rate [7] lead only to a slight improvement. Better results have
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been obtained with the artificial enlarging of errors for neurons operating in the satura-
tion region [8]. A significant improvement on realization performance can be observed
by using various second order approaches namely Newton’s method, conjugate gradient’s,
or the Levenberg-Marquardt optimization technique [9], which is widely accepted as the
most efficient one in the sense of realization accuracy. Generalization ability has been
improved by using universal learning networks[10]. Fuzzy logic is integrated into the neu-
ral network learning algorithms to speed up the learning process[11]. Recently, several
related methods in such topics were proposed to improve the neural network performance
and then applied in some real applications [12][13][14].

In the conventional neural network classification, a sample from the original data set is
mapped to a space between 0 and 1 (which is defined as recognition space) by the neural
network. The sample is deemed as class 0 if it is more close to 0 than to 1. Otherwise, the
sample belongs to class 1. If this space can be divided into partitions, then the mapped
sample can get close to these partitions freely, and the mapping relationship (using a
neural network) could be formed easily. Based on this idea, the performance of neural
network classification including training speed and accuracy could be improved and this
is the basic inspiration of our research.

This paper proposes a novel improvement of Neural Network classification, called Fur-
ther Division of Recognition Space(FDRS). At first, the recognition space is defined. Then
some rules are made to divide it into partitions, and the divided partitions are colored by
using the proposed method. With the support of Particle Swarm Optimization (PSO) al-
gorithm [15], a optimized neural network and colored recognition space is achieved. Then
new samples could be classified based on the colored recognition space. Experiment re-
sults in several applications illustrate that the proposed method has favorable performance
especially with respect to the optimization speed and the classification accuracy.

The remainder of this paper is organized as follows. The detailed theoretical model is
described in Section 2. Section 3 illustrates the data classification method and application
in intrusion detection and network traffic classification. Conclusion and future works are
presented in Section 4.

2. Further Division of Recognition Space (FDRS). First, the space which can be
used to partition categories is defined as recognition space. Then, rules are defined to
divide it into partitions. Further, the training samples are mapped to the recognition space
by neural networks, and the recognition space is signed by the distribution of mapped
samples. This is the defined by a coloring procedure. Finally, once the neural network
has been optimized and its corresponding signed recognition space is formed, it can be
applied for data classification.

2.1. Defining and Dividing the recognition space. The recognition space is defined
as a space that can be used to recognize samples as some class after what has been
mapped or transmitted by conventional neural network. We expand the recognition space
from traditional one dimensional to two dimensional space. In the proposed method,
the recognition space is divided into many small partitions. If m equals 1, the divided
partitions become small line segments. If m equals 2, the recognition space is divided
into rectangle partitions. Analogously, cube partitions are achieved from the recognition
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space when m equals 3, and so on and the total partition number is obtained as follows:

TotalPartitionNumber =
m∏

d=1

partitionsnumberd (1)

Where partitionsnumberd is the number of partitions in d axis, TotalPartitionNumber
is the number of partitions in the whole recognition space.

2.2. Mapping Training Samples to Recognition Space. As traditional neural net-
work classification, input samples can be mapped to output with some values in the
recognition space and training data samples should be mapped to the expanded and di-
vided recognition space. The forward propagation learning method for artificial neural
network is selected as the mapping tool. The dimension of input data set vector is defined
as n and dimension of recognition vector is defined as m. Every element of recognition
vector is mapped by an isolated neural network from the same input vector ~I. Target
recognition space vector is ~P . ~Pi is the i th element of ~P and ~I is an input data set vector.
The mapping formula is given by (2).

Pi = NNi

(
~I
)

, i = 0...m− 1 (2)

When the recognition space is defined as a two dimensional space, two neural networks
are used to decide the map position in the recognition space.

2.3. Color Partitions to Sign Recognition Space. For classification, different classes
can be differentiated by different colors in the recognition space. So, the divided partitions
are colored by different color to distinguish the classes. After partitions are colored, neural
network and its corresponding colored recognition space are used for the evaluation of new
samples training and classification.

2.3.1. Select Color Points. When coloring, the samples in the data set are mapped to the
recognition space by Neural Networks. Therefore the whole mapped data samples can be
selected to color the recognition space. Considering the generalization ability, only parts
of them, which taken out by rate DP (0<DP<1) are used to color the partitions. These
selected and mapped samples are called color points. After DP was decided, there are
two sequences to be used to generate color points in one class: order and random.

2.3.2. Coloring Rules. Each recognition space is blank after it is divided into partitions.
When coloring, the following rules should be obeyed.
R1: Different classes must be colored with different colors.
R2: One or more partitions could be colored by one class.
R3: If color points of one class are majority(weighted) in one partition, this class will
control the partition, and the partition should be colored by the color of related class.
R4: After the recognition space has been finish coloring, the partitions which still blank
are called uncolored partitions. Normally training samples does not drop into these par-
titions and if they do, the partition is colored. So, the test points that fall into these
partitions are called unclassified points. The corresponding sample can be considered as
unclassified.
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2.3.3. Weights for Different Classes. However, the data set is often uneven, so the weight
of color points is an important factor for calculating the number of color points for each
class. It is found that the category of majority in one partition should control the parti-
tion that it belongs to. Process that assigns partitions by category of majority is called
partition coloring. But, it is unfair for every class data to color the recognition space with
same weight, because the number of each class data in the data set is truly different. A
class will control most area in the recognition space, if its number is much bigger than
any other in the same data set. In order to solve this problem, a weight is defined. The
weight of the first class should be smaller than second one, if the number of the first one
is bigger than the second. The proportion of class c in the whole data set is defined as
Rc as follows:

Rc =
Numc

Numtotal

(3)

Where number of samples in class c is Numc, and Numtotal is the total number of
samples in the whole data set. The weight of class c is calculated by:

Wc =
1

Rc

(4)

2.3.4. Coloring. The coloring procedure should obey the defined rules and the coloring
algorithm as depicted below:

Step 1: Majority:=0

Step 2: For C=0 to Number of Classes-1

Begin

Step 3: If (Color points’ number of class C in this partition) *

(Weight of class C) > (Color points’ number of class majority in

this partition)

* (Weight of class majority)

Then majority = C

End.

Step 4: Partition Color: =Color(Majority)

2.4. Training the FDRS. Particle Swarm Optimization(PSO) algorithm [15] is em-
ployed to optimize neural network for its predominant features. FDRS is supervised, and
so the evaluation of neural network is calculated at each generation. The correctness,
which used as the fitness function of PSO, is defined as (5) and (6), where L is the total
number of samples of the training data set:

Right =

{
1, Color(point) = Color(partition)
0, Else.

(5)

Correctness =

∑L−1
i=0 Righti

L
(6)
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3. Experiment Results and Analysis. After training an optimized neural network
and its corresponding colored results are obtained, then the trained FDRS is applied to
classify the samples. New sample should be mapped by this neural network, and then its
category is judged according to the color of the partition. If the recognition color is not
blank, this sample is categorized by its corresponding class of the color. Otherwise, the
sample is seen as unclassified by FDRS.

All experiments were performed using 2 parallel processors with 2.4 GHz and 512MB
of RAM. In order to evaluate the experiments, 4 criterions of Training Accuracy (TA),
Generalization Accuracy (GA), Accuracy of Classified Samples (ACS) and Proportion of
Unclassified Samples (PUS) are defined as follows:

TA =
Numberright

training

Numbertotal
training

(7)

GA =
Numberright

testing

Numbertotal
testing

(8)

ACS =
Numberright

testing

Numberclassified
testing

(9)

PUS =
Numberunclassified

testing

Numbertotal
testing

(10)

Numbertotal
training is defined as the number of total samples in training data, Numberright

training

is the number of right classified samples in the training data, Numbertotal
testing is the number

of total samples in testing data, Numberright
testing is the number of right classified samples in

the test data, Numberclassified
testing is the number of classified samples in the test data.

Where Numberunclassified
testing is defined as the number of unclassified samples in the test

data set.

3.1. Intrusion Detection System (IDS). Misuse intrusion detection uses well-defined
patterns of the attack that exploit weaknesses in system and application software to
identify the intrusions. The data for our experiments contains randomly generated 11982
records having 41 features [16,17,18]. This data set has five different classes: Normal,
Probe, DOS, U2R and R2L. The training and test comprises of 5092 and 6890 records
respectively. All the IDS models were trained and tested with the same set of data. As
the data set has five different classes we performed a 5-class binary classification. The
normal data belongs to class 1, Probe belongs to class 2, DOS belongs to class 3, U2R
belongs to class 4 and R2L belongs to class 5.

Three layered forward propagation neural network with 20 hidden nodes was used.
The selected parameters for this data set are: DP =0.5, m=2, PartitionsNumber0

=10, PartitionsNumber1=10, Max Generations = 1000, Population size =50, φ1=0.02,
φ2=0.02 and VMAX =1. Test and training speed accuracies are used for evaluating the
proposed method. For the IDS data set, 5 trails were made for each class to evaluate the
mean (M) and Standard Deviation (SD). Experimental results of five different trials are
illustrated in Tables 1-5. As an obvious advantage, the average performance of TA, GA
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Table 1. Accuracy of Class 1 (Normal) in intrusion detection data

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 97.52% 81.15% 81.15% 97.72% 81.97% 83.69% 2.06%
2 97.84% 77.07% 77.07% 98.32% 76.83% 76.83% 0.00%
3 96.18% 82.07% 82.07% 97.80% 99.65% 99.82% 0.17%
4 97.14% 85.7% 85.7% 98.44% 90.08% 90.08% 0.00%
5 97.88% 80.20% 80.20% 98.52% 38.05% 84.81% 55.13%
M 97.31% 81.24% 81.24% 98.16% 83.32% 87.05% 11.47%
SD 0.7% 3.12% 3.12% 0.39% 23.59% 8.56% 24.42%

Table 2. Accuracy of Class 2(Probe) in intrusion detection data

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 99.34% 97.00% 97.00% 99.12% 97.96% 98.38% 0.43%
2 98.78% 94.80% 94.80% 99.14% 96.02% 96.29% 0.28%
3 98.92% 94.80% 94.80% 99.20% 87.57% 93.01% 5.85%
4 99.22% 92.40% 92.40% 98.76% 93.15% 93.15% 0.00%
5 98.76% 71.30% 71.30% 99.12% 90.86% 98.04% 7.32%
M 99.00% 90.10% 90.10% 99.07% 93.11% 95.77% 2.78%
SD 0.26% 10.60% 10.60% 0.18% 4.12% 2.58% 3.52%

Table 3. Accuracy of Class 3(DOS) in intrusion detection data

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 89.92% 75.50% 75.50% 97.28% 75.00% 75.00% 0%
2 89.94% 68.60% 68.60% 94.34% 78.47% 79.09% 0.78%
3 93.36% 68.90% 68.90% 96.42% 88.55% 91.54% 3.27%
4 92.04% 81.00% 81.00% 97.62% 76.95% 76.95% 0.00%
5 95.84% 86.50% 86.50% 92.7% 58.15% 58.15% 0%
M 92.22% 76.10% 76.10% 95.67% 79.42% 76.15% 0.81%
SD 2.5% 7.75% 7.75% 2.09% 10.98% 11.95% 1.42%

and ACS of FDRS is much higher than the direct conventional method, and the SD of
GA is also higher.

3.2. Network Traffic Classification. For further evaluation, the network traffic clas-
sification was selected. While this study focused solely on the TCP-based applications,
only TCP flows were identified in the evaluation. We identified the start of a connection
using TCP’s 3-way handshake and terminated a connection when FIN/RST packets were
received. In addition, we assumed that a flow is terminated if the connection was idle for
over 5 seconds. The statistical flow characteristics considered include: number of packets
in each direction, mean packets length in each direction, variance of packets length in
each direction and duration [19]. The source of data is a public available packet trace
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Table 4. Accuracy of Class 4(U2R) in intrusion detection data

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 99.84% 99.30% 99.30% 99.84% 100.0% 100% 0%
2 99.84% 99.90% 99.90% 99.84% 99.20% 99.20% 0%
3 99.78% 100% 100% 99.78% 99.18% 100% 0.82%
4 99.82% 99.90% 99.90% 99.78% 99.92% 100% 0.08%
5 99.78% 100% 100% 99.86% 99.97% 100% 0.03%
M 99.81% 99.80% 99.80% 99.82% 99.91% 99.84% 0.19%
SD 0.03% 0.29% 0.29% 0.04% 0.42% 0.36% 0.36%

Table 5. Accuracy of Class 5(R2L) in intrusion detection data

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 98.70% 99.10% 99.10% 99.29% 98.04% 99.05% 1.01%
2 96.01% 96.70% 96.70% 98.88% 98.48% 98.58% 0.10%
3 98.05% 98.90% 98.90% 98.80% 96.23% 97.62% 1.39%
4 98.40% 98.50% 98.50% 98.97% 97.97% 99.13% 1.16%
5 98.56% 98.40% 98.40% 99.27% 94.86% 97.92% 3.06%
M 97.94% 98.30% 98.30% 99.04% 98.92% 98.46% 1.34%
SD 1.11% 0.97% 0.97% 0.23% 1.53% 0.67% 1.08%

called Auckland IV. We used a subset of the Auckland IV trace from February 20, 2001
at 21:01:22 to February 21, 2001 at 02:00:00. There are 9575122 packets in this trace.
Auckland IV traces include no payload information. Thus, to determine the connections
”true” classifications port numbers are used. For this trace, we believe that a port-based
classification will be largely accurate, as this archived trace predates the widespread use
of dynamic port numbers. The classes considered for the Auckland IV data sets are
HTTP, HTTPS, FTP(control), SMTP, POP3 and THE-OTHERS. We extracted samples
randomly from data sets and formed two new data sets: one for training and another for
testing. There are 2268 samples in training data set and 2268 samples in test data set.

We used a neural network with 30 hidden nodes. The best group of parameters used
are as follows: DP=0.5, m=2, PartitionsNumber0=10, PartitionsNumber1=10, Max
Generation=1000, Population Size=40,φ1= 0.1,φ2= 0.1 and VMAX=2. Tables 6-11 il-
lustrate the results of accuracy test. The average performance of TA, GA and ACS on
most classifications are higher by using FDRS. FDRS has favorable performance for traffic
classification and at the same time, training speed is increased obviously by using FDRS.

4. Conclusions. In this paper, we presented a novel technique of Further Division Recog-
nition Space(FDRS) model, which can improve the classification performance and accu-
racy by expanding and further dividing the recognition space. The traditional neural
network classification could be regarded as a specific example of FDRS. Network traffic
and intrusion classification problems were used to test the proposed method. Experimen-
tal results on the several data sets proved that the FDRS model is very effective. As
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Table 6. Accuracy information of HTTP

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 77.89% 77.31% 77.31% 80.00% 79.12% 79.33% 0.26%
2 78.68% 77.71% 77.71% 80.22% 77.76% 77.96% 0.26%
3 78.33% 78.33% 78.33% 79.91% 79.12% 79.33% 0.26%
4 77.84% 77.09% 77.09% 79.81% 78.39% 79.13% 0.93%
5 78.50% 77.53% 77.53% 79.98% 80.29% 81.33% 1.28%
6 78.77% 78.06% 78.06% 80.04% 78.02% 78.82% 1.01%
7 78.63% 77.62% 77.62% 79.91% 79.87% 80.01% 0.18%
8 79.03% 79.52% 79.52% 80.18% 78.90% 79.39% 0.62%
M 78.46% 77.90% 77.90% 80.01% 78.93% 79.41% 0.60%
SD 0.42% 0.76% 0.76% 0.14% 0.87% 0.97% 0.42%

Table 7. Accuracy information of HTTPS

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 82.11% 81.45% 81.45% 81.61% 80.82% 80.89% 0.09%
2 82.07% 81.06% 81.06% 81.61% 80.69% 80.72% 0.04%
3 82.54% 78.22% 78.22% 82.72% 81.13% 81.13% 0.00%
4 81.31% 83.11% 83.11% 82.45% 79.19% 79.29% 0.13%
5 82.19% 83.32% 82.32% 81.83% 82.63% 82.81% 0.22%
6 82.10% 79.14% 79.14% 82.72% 82.41% 82.74% 0.40%
7 82.98% 82.72% 82.72% 83.69% 82.28% 82.57% 0.35%
8 81.48% 82.05% 82.05% 81.83% 82.01% 82.01% 0.00%
M 82.10% 81.26% 81.26% 82.31% 81.39% 81.52% 0.15%
SD 0.53% 1.74% 1.74% 0.73% 1.16% 1.23% 0.16%

Table 8. Accuracy information of FTP

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 93.17% 94.13% 94.13% 97.22% 95.58% 97.00% 1.46%
2 93.65% 92.72% 92.72% 97.40% 96.43% 96.60% 0.18%
3 92.50% 93.61% 93.61% 95.94% 95.72% 95.72% 0.00%
4 92.33% 91.40% 91.40% 97.44% 95.98% 97.10% 1.15%
5 92.42% 93.17% 93.17% 96.56% 94.89% 94.93% 0.04%
6 96.96% 96.47% 96.47% 96.30% 95.72% 96.57% 0.88%
7 93.47% 94.09% 94.09% 97.18% 95.86% 95.86% 0.00%
8 93.12% 92.50% 92.50% 96.60% 93.51% 93.89% 0.40%
M 93.45% 93.51% 93.51% 96.83% 95.46% 95.96% 0.51%
SD 1.50% 1.50% 1.50% 0.56% 0.90% 1.11% 0.57%
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Table 9. Accuracy information of POP3

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 95.15% 96.83% 96.83% 96.38% 97.23% 97.70% 0.49%
2 95.02% 96.30% 96.30% 95.94% 96.91% 96.91% 0.00%
3 95.19% 94.00% 94.00% 96.52% 94.40% 94.40% 0.00%
4 94.58% 96.25% 96.25% 95.86% 96.43% 96.56% 0.13%
5 94.18% 95.81% 95.81% 95.63% 96.43% 96.47% 0.04%
6 94.49% 95.94% 95.94% 96.30% 97.05% 97.69% 0.66%
7 94.93% 96.47% 96.47% 95.99% 96.38% 96.38% 0.00%
8 96.16% 96.43% 96.43% 95.94% 96.74% 97.64% 0.93%
M 94.96% 96.00% 96.00% 96.07% 96.45% 96.72% 0.28%
SD 0.60% 0.87% 0.87% 0.30% 0.88% 1.09% 0.36%

Table 10. Accuracy information of SMTP

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 96.38% 96.30% 96.30% 97.31% 96.83% 97.08% 0.26%
2 96.95% 96.78% 96.78% 97.13% 97.13% 97.13% 0.00%
3 96.60% 97.31% 97.31% 97.00% 96.29% 97.02% 0.75%
4 96.69% 96.08% 96.08% 97.05% 97.27% 97.40% 0.13%
5 96.69% 96.65% 96.65% 97.44% 97.13% 97.31% 0.18%
6 96.74% 96.91% 96.91% 96.96% 97.18% 97.18% 0.00%
7 96.83% 97.00% 97.00% 97.18% 96.78% 97.69% 0.93%
8 96.83% 96.96% 96.96% 97.05% 96.96% 97.00% 0.04%
M 96.71% 96.75% 96.75% 97.14% 96.95% 97.23% 0.29%
SD 0.17% 0.40% 0.40% 0.16% 0.32% 0.23% 0.36%

Table 11. Accuracy information of THE-OTHERS

Traditional Method FDRS
TA GA ACS TA GA ACS PUS

1 84.80% 83.88% 83.88% 84.76% 84.41% 84.52% 0.13%
2 84.71% 84.19% 84.19% 84.67% 84.10% 84.17% 0.09%
3 84.71% 84.14% 84.14% 84.76% 84.23% 84.23% 0.00%
4 84.67% 84.05% 84.05% 84.76% 83.97% 84.00% 0.04%
5 84.89% 84.67% 84.67% 84.67% 84.14% 84.14% 0.00%
6 84.67% 84.23% 84.23% 84.67% 83.75% 84.04% 0.35%
7 85.20% 84.85% 84.85% 84.71% 83.92% 83.92% 0.00%
8 85.20% 85.24% 85.24% 84.76% 84.27% 84.27% 0.00%
M 84.86% 84.40% 84.40% 84.72% 84.10% 84.16% 0.08%
SD 0.22% 0.47% 0.47% 0.04% 0.21% 0.19% 0.12%
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evident from experiment results, FDRS-based classification method can optimize neural
network easily.
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