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Abstract: 

Soft computing techniques are increasingly being used for problem solving. This paper addresses using ensemble approach of different soft computing techniques for intrusion detection. 
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1 Introduction

This paper concerns intrusion detection and the related issue of identifying a good detection mechanism. Intrusion detection is a problem of great significance to critical infrastructure protection owing to the fact that computer networks are at the core of the nation’s operational control. This paper summarizes our current work to build Intrusion Detection Systems (IDSs) using Artificial Neural Networks or ANNs [1], Support Vector Machines or SVMs [2] and the ensemble of different artificial intelligent techniques. Since the ability of a good detection technique gives more accurate results, it is critical for intrusion detection in order for the IDS to achieve maximal performance.  Therefore, we study different soft computing techniques and also their ensemble for building models based on experimental data.

Since most of the intrusions can be uncovered by examining patterns of user activities, many IDSs have been built by utilizing the recognized attack and misuse patterns to develop learning machines [3,4,5,6,7,8,9]. In our recent work, SVMs are found to be superior to ANNs in many important respects of intrusion detection [9]; In this paper we will concentrate on using the ensemble of support vector machines and neural networks with different training functions to achieve better classification accuracies.

The data we used in our experiments originated from MIT’s Lincoln Lab. It was developed for intrusion detection system evaluations by DARPA and is considered a benchmark for intrusion detection evaluations [10]. 

We performed experiments to classify each of the five classes (normal, probe, denial of service, user to super-user, and remote to local) of patterns in the DARPA data. It is shown that using the ensemble of different artificial intelligent techniques for classification gives good accuracies.

In the rest of the paper, a brief introduction to the data we used is given in section 2. In section 3 we describe the theoretical aspects of neural networks, support vector machines and the ensemble of artificial intelligent techniques. In section 4 we present the experimental results of neural networks, support vector machines and their ensemble. In section 5 we summarize our results and give a brief description of our proposed IDS architecture. 

2. Conclusions

Our research has clearly shown the importance of using ensemble approach for modeling intrusion detection systems. An ensemble helps to indirectly combine the synergistic and complementary features of the different learning paradigms without any complex hybridization. Since all the considered performance measures could be optimized such systems could be helpful in several real world applications. 
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