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4
Handwritten script classi!cation is still considered as a challenging research problem in the domain of doc- 5
ument image analysis. Although some research attempts have been made by the researchers for solving the 6
challenging issues, a comprehensive solution is yet to be achieved. The case study, undertaken here, analyzes 7
the performances of various state-of-the art handwritten script classi!cationmethods for Indian scripts where 8
features, needed for the script classi!cation task, are extracted from the script images at four di"erent gran- 9
ularity levels, i.e., page, block, text line, or word. The results of handwritten script classi!cation at each level 10
have been obtained and compared using eight di"erent feature sets and six di"erent state-of-the-art classi- 11
!ers. Based on the classi!cation results, an ideal level for performing the handwritten script classi!cation task 12
is suggested among these four classi!cation levels. The results have also been improved by using two feature 13
dimensionality reduction methods. All these experiments are done on two di"erent handwritten Indic script 14
databases, of which one is an in-house developed dataset and the other one is a freely available dataset. Fi- 15
nally, some future research directions that may be undertaken by the researchers as an application of the 16
handwritten Indic script classi!cation problem are also highlighted. The work presented here provides a ba- 17
sic foundation for the construction of a comprehensive handwritten script classi!cation method for o#cial 18
Indian scripts. 19
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29
1 INTRODUCTION30
Documents containing textual information of text printed/written in any one of di"erent scripts31
prevalent in a multilingual country are known as multi-script documents. To handle such doc-32
uments, even manually, grouping of documents on the basis of scripts used therein is an essen-33
tial prerequisite. Script classi!cation is still considered as a challenging research problem for any34
multi-script or multilingual environment [1]. However, in comparison with the huge volume of35
work exist in the domain of Optical Character Recognition (OCR) and analysis of documents,36
the amount of work on classi!cation of scripts for Indian script documents is comparatively less37
[2]. One of the reasons for this is that research in the !eld of OCR domain has been generally38
concentrated at resolving problems within the purview of the country where the study has been39
organized. Since many of the nations around the world use only one script, study related to devel-40
oping multi-script OCR systems in these nations has not got much attention [3]. However, iden-41
ti!cation of diverse scripts using a single OCR system is practically impossible. This is the reason42
that attributes essential for OCRing depend on the fundamental characteristics, nature, and $air of43
writing that usually vary for di"erent scripts. Handwritten script classi!cation plays a crucial role44
in a multi-script environment where the script of the handwritten document pages that contain45
text-blocks or text-lines or simply some isolated words is recognized [4].46

Classi!cation of handwritten scripts poses huge challenges than that of printed scripts [5–8].47
The reasons for this are as follows: (a) The texture (feel and appearance) of printed scripts is much48
more distinctive than the handwritten ones. (b) The pixel intensity values for unrelated scripts49
are almost identical in case of handwritten script identi!cation. (c) The straightness of vertical50
and horizontal strokes and the symmetry with respect to boundary points in the character image51
of scripts are much more unique in nature for printed scripts in comparison with handwritten52
scripts. Additionally, the stroke width is constant for a particular font type and size in case of53
printed scripts. (d) The character shape and size of the printed scripts are unique in each font type,54
whereas for handwritten scripts, the shape and size of the texts depend on the writing styles of55
each individual. (e) The intra-word and inter-word spacings for printed scripts are almost constant.56
(f) The pixel density and smoothness of the characters (particularly at curved shapes) for printed57
scripts are much more uniform. This, in turn, makes the feature values much more uniform for58
printed scripts rather in contrast to handwritten scripts. Apart from the above-mentioned reasons,59
some typical problems such as skew, noise, word crumbling caused by poor contrast, ruling lines,60
and so on, are more prominent in handwritten documents than in printed ones.61
Automatic script classi!cation in a multi-script situation is a di#cult and thought-provoking62

research topic as observed from research works done over the past 20 years [9]. Researchers have63
come up with few feature-based approaches to solve the problem especially for Indic scripts con-64
sidering the input information either as a document page, or a text block, or a text-line or simply65
a word [10, 11]. However, the di#culty lies in the fact that there is hardly any work found in the66
literature that is performed to apply the same feature sets at di"erent levels to decide the optimal67
level of input to be considered. This is the primary point of motivation for designing a case study68
for analyzing the performances of previously proposed handwritten script classi!cation works for69
handwritten Indic scripts at the said four di"erent levels. This would, in turn, help to study and70
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Fig. 1. Schematic diagram representing the typical handwri!en script classification system.

examine (or compare) di"erent feature sets using di"erent classi!ers found in the literature till 71
date. Figure 1 shows the schematic diagram of the case study for designing any handwritten script 72
classi!cation method. 73
The content of this case study is ordered in the following manner: A short description regarding 74

di"erent types of languages and scripts used in India is presented in Section 2. In Section 3, a brief 75
literature survey is carried out to revisit the preliminary works performed for classi!cation of 76
handwritten Indic scripts. The motivation behind the development of a case study for handwritten 77
Indic script classi!cation in a multi-script environment is mentioned in Section 4. It also describes 78
some previous previously proposed feature descriptors applied on handwritten script images at 79
four di"erent levels. Section 5 presents the preparation of page, block, text-line, and word level 80
datasets for performing the current experimentation as well as detailed analysis of the results of 81
script classi!cation outcomes. The scope of future research directions related to handwritten Indic 82
script classi!cation is mentioned in Section 6. Last, some conclusive remarks related to this case 83
study is also reported in Section 7. 84

2 BRIEF OVERVIEW OF INDIAN SCRIPTS 85
The term “script” can be described as the basic graphical way of the writing which expresses lan- 86
guages in a written form [12]. In a multilingual country like India, 23 languages are recognized 87
constitutionally, which consist of English and 22 Indian languages such as Malayalam, Gujarati, 88
Marathi, Konkani, Assamese, Oriya, Urdu, Bangla, Telugu, Kashmiri, Sindhi, Nepali, Tamil, Punjabi, 89
Sanskrit, Kannada, Bodo, Manipuri, Dogari, Hindi, Maithili, and Santhali. English is used as a provi- 90
sional o#cial language of Indian Union and used by nearly 125 million people of India. Moreover, 91
the government of India has given the distinction of classical language to Odia, Tamil, Malayalam, 92
Kannada, Sanskrit, and Telugu. Table 1 illustrates the 22 constitutionally recognized languages used 93
in the Indian sub-continent listed in the “Eighth schedule de!ned in May 2007” [13], including the 94
number of native speakers as well as the regions where these languages are widely used. Figure 2 95
illustrates the inscription of di"erent Indian languages on a 2000 Indian currency note. 96
Languages used around the globe are built of various scripts, though a single script can be shared 97

by di"erent languages. For instance, the Devanagari script is used to write many Indian languages 98
such as Konkani, Sanskrit, Nepali, Hindi, and so on. Hindi, among Indic languages, is spoken by 99
nearly 500 million people. Currently, 12 o#cial Indian scripts are prevalent in India, which are as 100
follows: Tamil, Odia, Bangla, Urdu, Gurumukhi, Devanagari, Malayalam, Kannada, Telugu, Roman, 101
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Table 1. Basic Information Related to 22 Indian Languages (and its Major Scripts) in Terms of Number
of Native Speakers and the States in Which These Are Widely Used

Sl. No. Language Number of
native

speakers
(Millions)

Major
script used

Place(s)/Community

1. Assamese/Asomiya 16.8 Bangla Assam
2. Bengali/Bangla 181 Bangla Andaman & Nicobar Islands, Tripura, West

Bengal
3. Bodo 0.5 Devanagari Assam
4. Dogri 3.8 Devanagari Jammu region of Jammu and Kashmir and

Himachal Pradesh, northern Punjab
5. Gujarati 46.5 Gujarati Dadra and Nagar Haveli, Daman and Diu,

Gujarat
6. Hindi 182 Devanagari Andaman and Nicobar Islands, Maharashtra

Arunachal Pradesh, Bihar, Chandigarh,
Chhattisgarh, the national capital territory of

Delhi, Haryana, Himachal Pradesh,
Jharkhand, Madhya Pradesh, Rajasthan, Uttar

Pradesh and Uttarakhand.
7. Kannada 3.63 Kannada Karnataka. Listed as a Classical Language of

India in 2008.
8. Kashmiri 5.6 Urdu Jammu and Kashmir
9. Konkani 7.6 Devanagari Goa, Karnataka, Maharashtra
10. Maithili 34.7 Devanagari Bihar
11. Malayalam 35.9 Malayalam Kerala, Andaman and Nicobar Islands,

Lakshadweep. Listed as a Classical Language
of India in 2013.

12. Manipuri/Meithei 13.7 Manipuri Manipur
13. Marathi 68.1 Devanagari Dadra & Nagar Haveli, Daman and Diu, Goa,

Maharashtra
14. Nepali 13.9 Devanagari Sikkim, West Bengal
15. Odia 31.7 Odia Odisha. Listed as a Classical Language of

India in 2014.
16. Punjabi 1.05 Gurumukhi Chandigarh, Delhi, Haryana, Punjab
17. Sanskrit 0.03 Devanagari Listed as a Classical Language of India in

2005.
18. Santhali 6.2 Roman Santhal tribals of the Chota Nagpur Plateau

(comprising the states of Bihar, Chhattisgarh,
Jharkhand, Orissa)

19. Sindhi 21.4 Devanagari Sindhi community
20. Tamil 65.7 Tamil Tamil Nadu, Andaman & Nicobar Islands,

Kerala, Pondicherry. Listed as a Classical
Language of India in 2004.

21. Telugu 69.8 Telugu Andaman & Nicobar Islands, Andhra
Pradesh. Listed as a Classical Language of

India in 2008.
22. Urdu 60.6 Urdu Andhra Pradesh, Delhi, Jammu and Kashmir,

Uttar Pradesh, Tamil Nadu
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Fig. 2. Di"erent languages (highlighted in red color) carved on a 2000 INR currency note illustrating the
diversity of India in terms of languages used [13].

Gujarati andManipuri. Among these, the 10 scripts excluding Roman and Urdu are known as Indic 102
scripts. They are generally referred to as “script composition grammar” (English!), as they do not 103
have any sub-component in all remaining groups of scripts across the globe [14]. Indic scripts are 104
generally written with the help of syllables and can be optically deconstructed into three tiers 105
where the constituent symbol of each tier plays a pre-speci!ed role for the interpretation of the 106
syllable. 107

3 LITERATURE STUDY 108
A comprehensive literature study describing the feature extraction and classi!cation methodolo- 109
gies for printed and handwritten script recognition of Indic scripts is reported by Singh et al. in 110
2015 [15] and Sahare et al. in 2017 [16]. The problem of script classi!cation from handwritten 111
texts is quite popular in the domain of document image processing but most of the works have 112
been done for the same for non-Indic scripts rather than for Indic scripts (as described by Ubul 113
et al. in 2017 [17]). The basis of script recognition is based on the collection of characters of dif- 114
ferent scripts that vary by a signi!cant amount. Also, the di"erent spatial orientation, alignment, 115
and the visual features of the characters of di"erent Indic scripts give rise to the unique properties 116
to the scripts. These make it possible to identify the scripts in which a particular text is written. So, 117
the main task researchers generally follow is to develop a complete model that can acquire these 118
di"erent attributes for a script image, and then classify accordingly. Based on these methods and 119
the types of features used, we can classify these methods into 2 major types – (a) Structure-based 120
approaches and (b) Visual appearance-based approaches. Scripts, in general, di"er from each other 121
in the terms of writing style, stroke structure, stroke connection, orientation associated with the 122
character sets [18]. 123
Structure-based approaches are those techniques, where the connected components are ob- 124

tained from the script document images, and then their components are analyzed using di"erent 125
shape and structure based features. A number of research papers have been published by applying 126
Structure-based approaches. Using Structure-based approaches, handwritten script classi!cation 127
is done depending on the attributes (or features) obtained from text words [19–21]. These 128
techniques are usually applied to obtain attributes (features) after applying the CCL (Connected 129
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Component Labeling) algorithm for de!ning the textual part of script. In the work described130
by Singh et al. [19], a set of 39 structural features is obtained using convex hull of script words131
inscribed inDevanagari and Roman scripts. The recognition procedure is done by using theMulti-132
Layer Perceptron (MLP) classi!er. Singh et al. [20] designed a handwritten script classi!cation133
method for seven Indian scripts viz., Roman, Telugu, Devanagari, Bangla, Malayalam, Gurumukhi,134
and Odia at word level. An 82-element feature vector is constructed by combining the elliptical135
and polygon approximation-based approaches. In recent times, Obaidullah et al. [21] introduced a136
unique methodology to classify Indian scripts using the “Matra” as the discriminating factor. This137
method used the concept of an improved fractal geometry analysis, and Random forest classi!er138
is used as the classi!cation algorithm for improving the performance of script classi!cation from139
the images of handwritten script documents. Obaidullah et al., in Reference [22], reported a140
multi-level script identi!cation scheme to pick the optimal portion of a document image on which141
the handwritten script identi!cation method may be performed successfully. Script-independent142
and script-dependent features are identi!ed in their work. A qualitative measure of these two143
feature sets is then computed at individual level for grouping di"erent scripts at di"erent levels.144
But the focus of this work mainly depends upon Structural-based features (of size 56 only), which145
may not be enough for solving this challenging problem. Additionally, the script classi!cation146
task is carried out using only two classi!ers, namely, MLP and Random forest. The same authors147
[23] introduced and compared an extreme learning machine (ELM) classi!cation methodology148
having !ve di"erent activation functions for text-line level handwritten Indic script classi!cation.149
The testing of the scripts were done on bi-script, tri-script, and multi-script levels, and the highest150
recognition accuracy was achieved using sigmoidal function.151
In visual appearance-based approaches, the texture-based features are used that are obtained152

from the textual part of a script document, i.e., the attributes (or features) are derived from the153
way the characters are grouped into set of components and eventually into words (What is the154
meaning of this?). Several research works use the texture features such as Histogram of Ori-Q2155
ented Gradients (HOG) [24], Gray Level Co-occurrence Matrix (GLCM) [25, 26], a combina-156
tion of Discrete Wavelet Transform (DWT) and Radon Transform (RT) [27],Modi!ed log-157
Gabor (MLG) Transform [28], combination of Neighborhood Gray Tone Di"erence Matrix158
(NGTDM) and Gray Level Run Length Matrix (GLRLM) [29], Distance Hough Transform159
(DHT) algorithm [30], and so on. Hangarge et al. [31] presented a script classi!cation method de-160
pending on a directionalDiscrete Cosine Transform (DCT) for Telugu, Kannada, Tamil, Roman,161
Malayalam, and Devanagari scripts. Pardeshi et al. [32] introduced a multi-dimensional feature set162
by combining RT, DWT, DCT, Statistical !lter approaches (??) for the classi!cation of 11 di"erentQ3163
scripts at word level. Obaidullah et al. [33] proposed a block level script classi!cation approach for164
the document images written in Odia, Roman, Malayalam, Devanagari, Urdu, and Bangla scripts.165
At !rst, a feature set comprising 34 elements was formed by combining DT, Fast Fourier Trans-166
form (FFT), DCT, and RT. Then, a feature vector of size 20 was chosen using Greedy Attribute167
Selection scheme and the MLP classi!er was used to classify the input scripts. The technique was168
tested on unconstrained handwritten dataset comprising 600 script text blocks of pre-de!ned size169
512 × 512 pixels. Average bi-script, tri-script, and tetra-script recognition accuracies were found170
to be 95.33%, 88.89%, and 87.18%, respectively. Obaidullah et al. [34] proposed a multi-script hand-171
written word level image dataset for 11 di"erent scripts. The dataset contains approximately 300172
text words per script that was not made freely available. Result on the dataset was benchmarked173
using three di"erent feature sets (extracted from spatial energy, wavelet energy and RT) and three174
di"erent classi!ers such as MLP, Fuzzy Unordered Rule Induction Algorithm (FURIA) and175
Random forest. An average accuracy of about 98.60% was reported using MLP classi!er.176
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Vijayalaxmi et al. [35] described a block level handwritten script recognition methodology for 177
Tamil, Kannada, Devanagari, Roman, Malayalam, and Telugu scripts. The classi!cation was done 178
with the help of features extracted from GLCM and multi-resolutionality. A set of 23 spatial fea- 179
tures were obtained from 2D-DWT, whereas a 20-dimensional feature set based on texture features 180
was obtained from the GLCM feature descriptor. The proposed technique was evaluated on a self- 181
prepared database comprising 600 script text blocks, and the experiments were conducted at both 182
tri-script and bi-script levels. Classi!cation of the input scripts was performed with the help of 183
MLP, Support Vector Machine (SVM), and Linear Discriminant Analysis (LDA) classi!ers. 184
Finally, the best script recognition accuracies of 96.43% and 93.98% using SVM classi!er were ob- 185
tained at bi-script and tri-script levels, respectively. 186

3.1 Motivation 187
From the literature study, we have witnessed that in the context of handwritten Indian script clas- 188
si!cation, mostly researchers have implemented their methods considering a certain number of 189
Indian scripts at a particular level. No work has been found to date accomplishing all the features 190
on a common dataset and applying them at all the four levels of classi!cation. This type of re- 191
search work is needed to decide the optimal level of handwritten script classi!cation. It is known 192
that multi-script environment is a common aspect in Indian sub-continent. Therefore, methods 193
developed considering few Indian scripts can be a major shortcoming in the practical scenario. 194
Hence, in Indian context, there lies a pressing need for performing a case study that, in turn, 195
would help the researchers to understand the problem domain clearly and help them to develop a 196
comprehensive handwritten script classi!cation system considering all the Indic scripts at all the 197
four levels. 198

4 HANDWRITTEN INDIC SCRIPT CLASSIFICATION: A CASE STUDY 199
It is evident from the literature survey that the research done on script classi!cation for handwrit- 200
ten documents only considers the input given at a speci!c level that is, page level [22, 26, 28], block 201
level [22, 33, 35], text-line level [22, 23, 25, 29], or word level [18–22, 24, 27, 30–32]. The overall 202
thought is that the script classi!cation results obtained at page level is much better as compared 203
to block, text-line, and word levels. The reason lies in the fact that the textual contents present in 204
page level are more widespread than at block, text-line, and word levels. Alternatively, the script 205
classi!cation performance at block level may be lower because of the existence of fragmented and 206
inadequate textual contents as a result of segmentation. The script data at both text-line and word 207
levels are also found to be inconsistent sometimes, as the amount of connected components might 208
be insigni!cant here for performing the script classi!cation task. However, the e"ectiveness of 209
text-line and word segmentation algorithms (from the handwritten script documents) merely de- 210
termine the overall performance of text-line level and word level handwritten script classi!cation 211
methods, respectively. Since the information present at word level is very less as compared to the 212
other three levels, the script classi!cation results achieved at word level is pretty less as compared 213
to the other three levels of classi!cation. To verify the aforementioned facts, the present case study 214
is aimed at conducting the experiments on Indian handwritten script databases prepared at four 215
di"erent levels. Besides, script classi!cation from handwritten script documents at page, block, 216
text-line, or word levels is performed and their individual outcomes are compared and validated. 217
To be more precise, a speci!c script document is considered at all four distinct levels and the in- 218
dividual classi!cation results are compared when the script information varies from one level to 219
another. The analysis for justifying the suitability of the features (considered in the present case 220
study) at di"erent script levels is also made. 221
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Hence, the contribution of this article is multi-fold:222

(1) Preparing database written in 12 constitutionally enlisted Indian scripts at four di"erent223
levels;224

(2) Measuring the individual performance of handwritten script classi!cation, i.e., classi!ca-225
tion of the input scripts from page, block, text-line, and word level images;226

(3) Selecting an ideal level for handwritten script classi!cation among the said four di"erent227
levels;228

(4) Evaluating performances of di"erent feature sets on four di"erent script levels, which229
has been noted and statistically validated using six state-of-the-art classi!ers that include230
Naïve Bayes, SVM, MLP, AdaBoost, Random Forest, and Logistic Regression;231

(5) Detailed performance analysis of the best case of handwritten script classi!cation results;232
(6) Improving the overall script classi!cation performance by using feature dimensionality233

reduction methods;234
(7) Evaluating performance on two di"erent handwritten Indic script databases of which one235

is an in-house developed dataset and the other one is a freely available dataset; and236
(8) Scope of future research directions that may be carried out as an application to handwrit-237

ten Indic as well as other script classi!cation.238

4.1 Features239
A total of eight feature sets are used in this case study, among them some are conventional and240
some are new. Even the conventional features that are used in this study are suitably customized241
to !t into the problem under consideration. Two structure-based feature sets are considered in this242
study, which are: (a) Convex-hull-based features and (b) Combination of Elliptical and polygonal243
approximation-based features. The remaining six feature sets are visual appearance-based features.244
They are as follows: (a) HOG, (b) GLCM, (c) Combination of DWT and RT, (d) MLG !lter transform,245
(e) Combination of NGDTM and GLRLM, and (f) DHT algorithm.246

4.1.1 Structure-based Features. Structure-based features attempt to capture some structural in-247
formation of a script. However, presence of noise, skewness, inconsistent gap among intra-words248
(or inter-words) signi!cantly a"ects the shape or structural information analysis procedures. How-249
ever, one can apply these features for script classi!cation at word level to avoid complexities of250
text-line or word segmentation. In this article, three structure-based features that are used for251
handwritten script recognition at word level are brie$y explained in the subsequent subsections.252

4.1.1.1 Convex-hull-based features. The concept of convex hull is extensively used in di"erent253
pattern recognition problems, as it shows invariance towards scaling, translation, and rotation254
of the input images. It also shows e#cient behavior for contour images (after !ltering) a"ected255
with noise. Therefore, in the work described in Reference [19], 39 dimensional convex-hull-based256
features are estimated for the recognition of handwrittenDevanagari and Roman script words. But,257
here, we deal with 12 Indian scripts instead of 2 scripts, so in the present work, a feature vector of258
size 145 is designed to incorporate more number of local features.259
A parameter named dcp is de!ned as the distances of data pixels measured row- and column-260

wise calculated from the boundary of the convex hull obtained from the upper, right-most, lower,261
and left-most boundaries of the script word image. Table 2 illustrates seven structural features262
estimated based on dcp . In Table 2, the bays correspond to the region lying between the script263
word image and convex-hull perimeter. However, the lakes comprise the interior region covered264
within the script word image.265
Since the feature values are computed from the upper, right-most, lower, and left-most bound-266

aries of the script words, in total, 28 (i.e., 7 × 4) features are found. An additional feature is267
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Table 2. Description of Feature Vector Extracted from
Convex Hull of an Image

Feature No. Feature Description
F1 Maximum dcp
F2 Total number of rows having dcp > 0
F3 Average dcp
F4 Total number of rows having dcp = 0
F5 Mean row co-ordinate having dcp > 0
F6 Number of visible bays
F7 Number of visible lakes

calculated along the convex-hull perimeter, which is de!ned as the count of the pixels located 268
along the convex-hull perimeter with dcp = 0. So, a feature vector of size 29 is computed from a 269
handwritten script word constructed using convex hull. Now, to extract local information present 270
in di"erent script words, each script word is again divided into 4 sub-images depending on the 271
centroid of the convex hull. For each of the sub-images, the convex hulls are then constructed and 272
a feature vector comprising of 116 (i.e., 29 × 4) elements is again estimated using these sub-images 273
of every script word. The overall feature vector is of size 145, which has 29 global features obtained 274
from the entire script word image in addition to 116 local features computed using 4 sub-images 275
of the same word image. 276

4.1.1.2 Elliptical-based Features. A set of attributes (features), proposed in Reference [20], de- 277
pending on the hypothetically conceptualized regions of elliptical shape over the images of the 278
script words has been constructed for identifying the scripts of the inputs at word level. These 279
features are obtained from the boundary and the native areas of a script word therefore separat- 280
ing a speci!c script can be done at ease. For instance, in certain script of Indic alphabet (such as 281
Gurumukhi, Bangla, and Devanagari, etc.) it is to note that several characters consist of straight 282
line on the top part known as Shirorekha or Matra. With the help of these features, the Matra and 283
non-Matra-based scripts (such as Roman, Malayalam, Odia, Telugu, etc.) can be di"erentiated as 284
dissimilar scripts possess unlike pixel densities in certain explicit regions or zones. Two param- 285
eters, namely, Pr and Pc , are used to extract the features. Pr (pixel ratio) is the ratio of the count 286
of boundary (contour) object (pixels) to the count of background pixels, and Pc (pixel count) is the 287
count of boundary (contour) object (pixels). These two scenarios have been considered here. 288
In the !rst scenario, an ellipse has !rst been inscribed (taking into consideration the positioning 289

of the ellipse) within this surrounding box containingminor andmajor axes equal to the height and 290
the width of the surrounding box and the center of the corresponding surrounding box is same as 291
the center of an ellipse. The word image is divided into 8 regions by this ellipse. Figure 3(a) shows 292
this scenario for a sample handwritten Tamil word image. Estimation of 8 features of every hand- 293
written script word image is done by considering Pr values from these 8 regions. Also, to calculate 294
Pc , n lines are drawn parallel to both minor and major axes of the illustrative ellipse. The experi- 295
mental value of n is taken to be 8 for this work. 4 other features are obtained using the standard 296
deviation and mean of the values of Pc along minor/major axis. Every image of word bounded by 297
the minimum bounding box is again divided into 4 identical rectangles and a demonstrative ellipse 298
is !tted into each of these rectangles. With the help of the Pr values, computation of 32 feature 299
values is done from the 32 regions in a like manner. It results in a feature vector of dimension 44 300
(that is, 8 + 2 + 32). 301
In the second scenario, the word image is circumscribed using a primary ellipse whose center is 302

same as midpoint of its minimum bounding box. We consider the values of the minor and major 303
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Fig. 3. Illustration of: (a) maximum inscribed ellipse fi!ed within a minimum bounding box of a handwri!en
Tamil word image that divides the word image into 8 regions, and (b) fi!ing four concentric ellipses over a
sample Telugu word image. (recreated from Reference [20]).

axes of the ellipse. Three concentric ellipses are constructed within this ellipse after !tting it.304
These concentric ellipses have the identical center point as the primary ellipse (see Figure 3(b) for305
illustration). Estimation of 4 features values considering the Pc ’s and the Pr ’s is done from !rst,306
second, third, and fourth regions, respectively. The additional six features are considered as the307
di"erences between corresponding values of the Pr ’s and Pc ’s among !rst and second, second and308
third, third and fourth regions, respectively. This makes feature count as 14, (i.e., 4 + 4 + 6). Thus,309
a feature vector of size 58 (44 + 14) is considered from the elliptical features.310

4.1.1.3 Polygonal Approximation. The main aim of polygonal approximation is to arrest the311
crux of the shape in a speci!ed periphery (boundary) with the help of fewer number of parts312
(segments). There are two methods used to realize Polygonal approximation [36]. They are: (a)313
Distance Threshold method and (b) Fit and Split method.314
In the !rst method, the boundary points of the script images coincide as long as the Least315

Square Error (LSE) !ts to the points fused up to cross a predetermined threshold. With the oc-316
currence of this situation, the line parameters are kept and the value “0” is assigned to error. The317
process is followed again and again by joining new boundary points till the threshold lies below318
the error. Last, the vertices of the polygon are formed by intersecting the adjacent line segments.319
The value of µ (known as threshold) is considered as 3. Finally, a 12-bin histogram is generated320
with the help of the maximum distance calculated between the vertices lying on the input curve321
from its line segments. This 12-bin histogram is considered as the feature vector.322
In the second method, a boundary segment is subdivided consecutively into two portions until323

a de!nite criterion satis!es. First, we !nd two points on the boundary that are farthest away and324
draw a line between them. For each boundary segment, we !nd a point on the boundary that has325
a maximum perpendicular distance to its corresponding line. Finally, we draw lines joining the326
boundary point and the two end points, respectively, of the corresponding splitting line to form the327
approximate polygon. The entire procedure is repeated until the perpendicular distance is less than328
a threshold. This method possesses the bene!t of searching noticeable points of in$ection. Feature329
values have been calculated with the help of an identical rule used in Distance Threshold technique330
to calculate a set of 12 feature values. Last, an 82-dimensional feature vector is constructed by331
combining both the polygonal approximation and elliptical-based features [20].332

4.1.2 Visual Appearance-based Features. The features extracted through texture analysis are333
known as visual appearance-based features. A texture can be de!ned as “a repeated pattern of334
information or arrangement of the structure with regular intervals.” “In a general sense, texture335
refers to surface characteristics and appearance of an object given by the size, shape, density, ar-336
rangement, proportion of its elementary parts [18]. Due to the signi!cance of texture information,337
texture feature extraction plays a key role in various image processing applications like medical338
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imaging, remote sensing and content-based image retrieval.” In this case study, we have used six 339
visual appearance-based features that are described brie$y in the following subsections. 340

4.1.2.1 Histogram of Oriented Gradients (HOG). The concept of HOG descriptor is !rst invented 341
by Dalal and Triggs in Reference [37] for object detection. They used these descriptors for the 342
detection of pedestrians in still images. Using HOG descriptors, the script images are !rst divided 343
into smaller spatial sub-images named as “cells.” The gradient direction of the pixels lying in the script 344
images is calculated and a histogram is thus formed. The bins/channels of the designed histogram 345
are uniformly set apart either between 00 to 1800 (taking signed values of gradient) or 00 to 3600 346
(taking unsigned values of gradient). Finally, this histogram is calculated for all the cells and the 347
resultant feature vector is obtained by the combination of these histograms. The advantage of using 348
HOG feature descriptor is that it extracts the local information of the pixel orientation in every 349
cell of the handwritten script images that, in turn, describes the appearance and structure in the 350
present context. In the present case study, the number of cells is taken to be 10 and the histogram 351
is constructed for 8 di"erent bins. This produces an 80-dimensional feature vector using HOG 352
descriptors [24]. 353

4.1.2.2 Gray Level Co-occurrence Matrix (GLCM). GLCM [38] evaluates the characteristics of 354
the script image based on second-order statistics that takes into consideration the association 355
among pixels or groups of pixels. A set of 10 features such as Entropy, Contrast, Cluster Prominence, 356
Information Measure of Correlation, Covariance, Energy, Cluster Shade, Autocorrelation, Local homo- 357
geneity, and Inertia using GLCM feature descriptor are estimated. The de!nitions related to these 358
measurements are already detailed in References [25, 26]. Each of the abovemeasurements is calcu- 359
lated for two di"erent values ofd = {1, 2} and four di"erent orientations θ = 00, 450, 900, and 1350, 360
which lead to 8 di"erent features values. Hence, using GLCM feature descriptor, a feature vector 361
of size 80 elements is obtained. 362

4.1.2.3 Combination of DWT and RT. The feature extraction methodology using a combination 363
of DWT and RT (described in Reference [27]) is implemented to extract a feature set consisting of 364
48 elements for the recognition of handwritten scripts at all the four levels. “In this method, the RGB 365
word image is !rstly converted into a gray scale image. The 2D discrete Haar wavelet transform [ 39 ] is 366
then applied which transforms the script images into four di"erent bands: LL, HL, LH, and HH. Here, 367
LL denotes the approximation coe#cient and HL, LH, and HH represent the detail coe#cients. The 368
upper left zone (LL) component is selected and binarized using Otsu’s global thresholding approach 369
[ 40 ]. The RT is then applied to the binarized LL component for 180 di"erent orientations ranging from 370
00 to 1800 . Three features such as standard deviation, kurtosis, and skewness are calculated along 12 371
di"erent orientations (θ = 00, 150, 300, 450, 600, 750, . . . . . . . . . ., 1650 ) of the RT matrix which makes 372
the feature count as 36. Now, the binarized script images are inverted by considering foreground and 373
background pixels as ‘0’ and ‘1,’ respectively. The RT is similarly applied to the inverted script images 374
and standard deviation is calculated from this RT matrix along 12 di"erent orientations. Finally, a 375
feature vector of dimension 48 (36+12) is extracted from the combination of DWT and RT.” 376

4.1.2.4 Modi!ed log-Gabor Filter (MLG) Transform. The feature vector obtained using MLG 377
(proposed in Reference [28]) has also been implemented for the recognition of handwritten In- 378
dic script images at page, block, text-line, and word levels. In the work described in Reference [28], 379
a Windowed Fourier Transform (WFT) is taken into account for preserving the spatial infor- 380
mation. The process of WFT involves two stages. In the !rst stage, the input image is multiplied 381
with the window function. The FT is then applied to the previous step to get the resulting output 382
at the !nal stage. In short, WFT is mainly a convolution of the low-pass !lter with the input image. 383
MLG transform uses a Gaussian function as the ideal concerted function in both spatial as well as 384
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frequency domain [41]. To get the !ltered images as output, the inverse FT is !nally implemented385
on the resulting script images. For obtaining the feature vector, two important measures such as386
energy and entropy features [39] are calculated from the MLG !lter transformed images. Here, the387
number of scales (ns) is chosen as 5 (that is, ns = 1, 2, 3, 4, and 5) and the number of orientations (n0)388
is taken as 12 (that is, 00, 150, 300, 450, 600, 750, . . . . . . . . . ., 1650). Hence, this produces a feature set389
comprising 120 elements for a given input image containing handwritten text.390

4.1.2.5 Combination of NGTDM and GLRLM. The di"erence between each pixel and the ad-391
joining pixels in terms of gray-level intensity of the script images is calculated using the NGTDM392
feature descriptor [42]. Five di"erent measurements, such as coarseness, contrast, busyness, com-393
plexity, and texture strength are computed using NGTDM, and the process is explained in Refer-394
ence [29]. This is done for the quantitative assessment of characteristics of the resulting perceptual395
script textures. Two distances values such as d = {1, 2} as well as two neighborhood sizes consist-396
ing of 3 × 3 and 5 × 5 pixels are considered for the feature extraction purpose. Therefore, using397
NGTDM feature descriptor, a 40-dimensional statistical textural feature vector is obtained for each398
input script image.399
The concept of designing texture features using a run length matrix were !rst proposed by400

M. M. Galloway in Reference [43], A. Chu et al. in Reference [44] and B. R. Dasarathy et al. in401
Reference [45]. A set of 11 measurements such as “Run Length Non-uniformity, Long Run Emphasis,402
Gray-level Non-uniformity, Short Run Emphasis, High Gray-level Run Emphasis, Low Gray-level Run403
Emphasis, Run Percentage, Long Run High Gray-level Emphasis, Short Run High Gray-level Emphasis404
Long Run Low Gray-level Emphasis, and Short Run Low Gray-level Emphasis” are undertaken for the405
present case study. The four di"erent values at di"erent orientations as θ ∈ 00, 450, 900, and 1350406
are considered. Thus, using GLRLM feature descriptor, a set of 44 statistical textural features are407
estimated. As a result, a feature vector of size 84 is obtained combining both NGTDM and GLRLM408
feature descriptors to classify 12 handwritten o#cial Indic scripts.409

4.1.2.6 Distance Hough Transform (DHT) Algorithm. A feature vector of size 72 (36 + 36) is410
considered using DHT algorithm (proposed in Reference [30]). DHT algorithm is a suitable com-411
bination of theHough transform (HT) andDistance transform (DT). In this algorithm, the RGB412
script images are initially converted into gray scale images. These images are binarized using Otsu’s413
global thresholding approach [40]. The image thinning is performed on the binarized script images. HT414
is then applied along 18 di"erent orientations such as θ = −900,−800,−700, . . . . . . , 00, . . . , 700, 800 ),415
with ρ resolution taken as 1 pixel. The ρ -value corresponding to the maximum accumulator value is416
calculated along each orientation that produces a set of 36 features. The Euclidean Distance trans-417
form (EDT) is then applied to the script images. The transformed images are scaled by a factor of 8.418
Only the higher pixel values are taken into consideration and marked as ‘1,’ whereas the remaining419
pixels in the images are marked as ‘0.’ This is because the higher pixel values denote large distance420
that helps to analyze the shape and structure of the images written in di"erent scripts. The thinning421
of the images is again performed to get the precise structure. A set of 36 features are then extracted in422
a similar fashion. This makes the total size of feature vector to 72 using DHT algorithm.423
Therefore, a total of eight feature descriptors (i.e., two structure-based features and six visual424

appearance-based features) have been applied for solving the problem of handwritten script recog-425
nition at four di"erent levels. The summarization of these feature sets along with their dimension426
is also shown in Table 3. Moreover, one important point should be kept in mind: The two structure-427
based feature vectors are applicable for word level script identi!cation only, whereas the six visual428
appearance-based feature vectors are applicable at all the four levels viz., page, block, text-line,429
and word levels script classi!cation.430
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Table 3. Summarization of the Feature Descriptors along with Their Dimension Used in the Present
Case Study for Handwri!en Indic Script Identification

Sl. No. Feature Descriptor Feature Dimension
Structure-based features

1. Convex-hull-based features [19] 145
2. Elliptical based features and Polygonal Approximation [20] 82

Visual appearance-based features
3. HOG [24] 80
4. GLCM [25, 26] 80
5. DWT and RT [27] 48
6. MLG Transform [28] 120
7. NGTDM and GLRLM [29] 84
8. DHT algorithm [30] 72

Fig. 4. Graphical representation of the distribution of the writers with respect to: (a) places of data collection,
(b) educational level of writers, and (c) writers’ ages.

5 BENCHMARK RESULTS FOR HANDWRITTEN INDIC SCRIPT CLASSIFICATION 431
This section presents the benchmark outcomes achieved for script classi!cation from handwritten 432
Indic script document pages of an in-house database at four di"erent levels. The study also eval- 433
uates the performance of the above-mentioned eight feature sets using six sophisticated machine 434
learning algorithms. For development of the in-house handwritten Indic script document image 435
database, 180 diverse native writers in di"erent age-groups and with di"erent educational levels 436
are selected. Volunteers of this data collection drive are requested to write text using a single script 437
on A-4 size pages with a black or blue ink pen. No other restrictions are enforced concerning the 438
content of the writing. This implies that writers are asked to write no matter what they want to 439
write in their native script. Furthermore, the pages are compiled from di"erent places (home, of- 440
!ce, school, etc.) to include diverse groups of handwriting. Altogether, 95 males and 85 females 441
participated in this data collection drive. The most important aspect of our developed database is 442
the heterogeneity with respect to three important factors, namely, places of data collection, educa- 443
tional level, and age of the writers, as shown in Figures 4(a–c), respectively. The document pages 444
are digitized at 300 dpi resolution and stored as gray tone images in 24-bitmap !le format with 445
the naming convention <Script>_###.bmp. Here, ### is a unique integer number for indexing the 446
!les and <Script> belongs to 12 di"erent scripts. The pre-processing of the document images is 447
done exactly in the same way as mentioned in Reference [27]. The developed handwritten Indic 448
multi-script document image database will be made freely available to the research community. 449
Before conducting the experiments, a dataset of total 360 handwritten document images in 12 450

o#cially recognized Indic scripts, with exactly 30 document pages per script, is prepared from 451
the developed database. Rectangular text block images of pre-de!ned size 256 × 256 pixels are 452
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Fig. 5. Output results of: (a) text-line segmentation (as described in Reference [46]) for handwri!en
Gujarati script document image and (b) word segmentation (as described in Reference [47]) for handwri!en
Devanagari script document image.

Table 4. Detailed Description of the Experimental Script Datasets

Dataset Name Number of elements
considered per script

Total number of elements

Page level 30 pages 360 pages
Block level 300 text blocks 3,600 text blocks

Text-line level 400 text-lines 4,800 text-lines
Word level 2500 words 30,000 words

extracted automatically from varied portions of the handwritten script images such that the hand-453
written script blocks either contain at least four or more word images with variable spaces or 50%454
of the script block region contains handwritten script. Next, the text-line and then the word images455
are also extracted from the input document pages using the techniques described in References [46]456
and [47], respectively. Sample results of text-line and word segmentation algorithms are illustrated457
in Figures 5(a–b), respectively. The datasets used in the experimentation are detailed in Table 4.458
It is observed from Table 4 that a total of 360 document pages, 3,600 text blocks, 4,800 text-lines,459
and 30,000 text words written in 12 o#cial Indic scripts are considered for the script classi!cation460
problem. Samples of text blocks, text-lines, and text words of the handwritten script dataset used461
in the experiment are shown in Figures (6–8), respectively. Two structural-based features (such462
as Convex-hull-based features [19] and combination of Elliptical and Polygonal Approximation463
features [20]) are extracted from word level datasets only, whereas six visual appearance-based464
features (such as HOG [24], GLCM [25, 26], combination of DWT and RT [27], MLG transform465

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 21, No. 2, Article 32. Publication date: October 2021.



TALLIP2102-32 ACMJATS Trim: 6.75 X 10 in October 22, 2021 17:22

A Case Study on Handwri!en Indic Script Classification 32:15

Fig. 6. Samples of handwri!en Indic scripts prepared at block level.

Fig. 7. Samples of handwri!en Indic scripts pre-
pared at text-line level.

Fig. 8. Samples of handwri!en Indic scripts pre-
pared at word level.
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Fig. 9. Graphical comparison showing the recognition performances for two structural-based features,
namely, convex-hull-based features [19] and combination of Elliptical and Polygonal approximation-based
features [20] using six di"erent classifiers.

[28], NGDTM and GLRLM [29], and DHT algorithm [30]) are extracted from each of the page,466
block, text-line, and word images of the datasets. These feature descriptors are brie$y detailed467
in Section 4. The classi!cation of the scripts is done using six popular state-of-the-art classi!ers,468
namely, Naïve Bayes [48], RBF-SVM [49], MLP [50], AdaBoost [51], Random Forest [52], and Lo-469
gistic Regression [53]. The whole experiment is conducted on the developed dataset using 3-fold470
cross-validation method. The performance of the mentioned feature sets in regard to their script471
classi!cation ability is evaluated in terms of recognition accuracy as shown in Equation (1).472

Recoдnition Accuracy =
#correctly classi f ied components

#total number o f components
× 100% (1)

Additionally, we have measured the performance in terms of some standard parameters such as473
Kappa statistics,Mean Absolute Error (MAE), Root Mean Square Error (RMSE), True Posi-474
tive Rate (TPR), False Positive Rate (FPR), Precision, Recall, F-measure, andArea Under ROC475
(AUC). The detailed de!nitions regarding these parameters can be found in one of our previous476
works described in Reference [27].477

5.1 Benchmark Results of Handwri!en Script Classification Using478
Structural-based Features479

The script classi!cation performances at word level using structural-based features of the afore-480
mentioned six classi!ers are displayed in Figure 9. It is understood from Figure 8 that the MLP481
classi!er realizes the best word level script recognition accuracies of 84.21% and 87.75% using482
convex-hull-based features and combination of Elliptical and Polygonal approximation-based fea-483
tures, respectively. The detailed script-wise performances at word level obtained by MLP classi!er484
for each of these feature sets are shown in Tables (S1–S2), respectively, as separate supplementary485
material.486

5.2 Benchmark Results of Handwri!en Script Identification Using Visual487
Appearance-based Features488

5.2.1 Using HOG Feature Descriptor. The script identi!cation performance of the HOG feature489
descriptor [24] is studied at page, block, text-line, and word levels for each individual classi!er. The490
results are illustrated in Table 5. It can be observed fromTable 5 that theMLP classi!er performs the491
best at all the four levels. The script recognition accuracies are found to be 90.11% at the page level,492
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Table 5. Individual Classifier Performance of HOG Feature Descriptor [24] for Handwri!en
Script Classification at Page, Block, Text-line, and Word Levels

Recognition Accuracy (%)
Classi!er Level of identi!cation

Page level Block level Text-line level Word level
Naïve Bayes 85.29 85.65 81.88 78.59

SVM 89.65 89.87 86.18 83.35
MLP 90.11 91.88 87.24 85.92

AdaBoost 86.73 86.54 82.39 78.48
Random Forest 87.16 87.59 84.87 82.29

Logistic Regression 85.33 86.17 83.65 80.17
(Best case is highlighted in bold).

Table 6. Individual Classifier Performance of GLCM Feature Set [25, 26] for Handwri!en Script
Classification at Page, Block, Text-line, and Word Levels

Recognition Accuracy (%)
Classi!er Level of identi!cation

Page level Block level Text-line level Word level
Naïve Bayes 85.57 83.39 81.27 83.89

SVM 88.25 86.47 88.18 85.05
MLP 89.33 88.89 89.67 85.58

AdaBoost 85.99 82.21 82.60 84.55
Random Forest 86.54 85.83 86.35 83.20

Logistic Regression 85.96 83.15 83.42 84.75
(Best case is highlighted in bold).

91.88% at the block level, 87.24% at the text-line level, and 85.92% at the word level. So, the highest 493
recognition accuracy is found to be 91.88% at the block level. The detailed script-wise performance 494
for the best case of the MLP classi!er is revealed in Table S3 as separate supplementary material. 495

5.2.2 Using GLCM Feature Descriptor. The script identi!cation performance of the GLCM fea- 496
ture descriptor [25, 26] is compared at page, block, text-line, and word levels for each individual 497
classi!er. The identi!cation results are shown in Table 6. It is evident from Table 6 that the best- 498
performing classi!er is the MLP, which attains the identi!cation accuracies of 89.33%, 88.89%, 499
89.67%, and 85.58% at page, block, text-line and word levels, respectively. As a result, the highest 500
recognition accuracy is found to be 89.67% for the text-line level script identi!cation. The detailed 501
script-wise performance for the best case of MLP classi!er is tabulated in Table S4 as separate 502
supplementary material. 503

5.2.3 Using Combination of DWT and RT. The script identi!cation performance of a combina- 504
tion of DWT- and RT-based features [27] are compared at page, block, text-line, and word levels for 505
each individual classi!er. The overall results are tabulated in Table 7. For page, block, text-line, and 506
word level script identi!cation, the MLP classi!er achieves the highest identi!cation accuracies of 507
88.50%, 88.28%, 88.87%, and 85.15%, respectively. It is also seen from Table 7 that the best recogni- 508
tion accuracy is found to be 88.87% at the text-line level. The detailed script-wise performance for 509
the best case of the MLP classi!er is shown in Table S5 as separate supplementary material. 510
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Table 7. Individual Classifier Performance of the Combination of DWT- and RT-based Features
[27] for Handwri!en Script Classification at Page, Block, Text-line, and Word Levels

Recognition Accuracy (%)
Classi!er Level of identi!cation

Page level Block level Text-line level Word level
Naïve Bayes 88.21 85.19 86.24 81.66

SVM 90.25 88.83 89.97 85.58
MLP 89.50 88.28 88.87 85.15

AdaBoost 88.06 85.39 86.02 82.57
Random Forest 88.47 87.10 87.98 84.32

Logistic Regression 88.54 86.55 86.29 82.18
(Best case is highlighted in bold).

Table 8. Individual Classifier Performance of MLG Transform-based Features [28] for
Handwri!en Script Classification at Page, Block, Text-line, and Word Levels

Recognition Accuracy (%)
Classi!er Level of identi!cation

Page level Block level Text-line level Word level
Naïve Bayes 89.49 84.19 86.50 82.17

SVM 93.17 89.25 89.06 86.01
MLP 95.83 90.56 89.39 87.75

AdaBoost 89.75 87.94 86.42 84.26
Random Forest 91.55 89.08 88.86 86.15

Logistic Regression 91.21 88.41 88.35 86.67
(Best case is highlighted in bold).

5.2.4 UsingMLG Transform. The script identi!cation performance of theMLG transform based511
feature set [28] is compared at page, block, text-line, and word levels for each individual classi-512
!er. Table 8 illustrates the results achieved by each individual classi!er at all the four levels. The513
MLP classi!er performs the best among the six classi!ers. Script recognition accuracies of 95.83%,514
90.56%, 89.39%, and 87.75% are attained at page, block, text-line, and word levels, respectively.515
Consequently, the highest recognition accuracies are found to be 95.83% and 87.75% for the page516
level and word level script identi!cation. The detailed script-wise performances for these best two517
cases of MLP classi!er are displayed in Tables (S6–S7) and are provided as separate supplementary518
material.519

5.2.5 Using Combination of NGTDM- and GLRLM-based Feature Set. The script identi!cation520
performance of a combination of NGTDM- and GLRLM-based feature set [29] is compared at page,521
block, text-line, and word levels for each individual classi!er and tabulated in Table 9. Table 9522
shows that the highest identi!cation accuracy is observed using the MLP classi!er. The script523
recognition accuracies of 93.05%, 89.05%, 89.36%, and 84.94% are achieved by the MLP classi!er at524
page, block, text-line, and word levels, respectively. So, the highest recognition accuracy is found525
to be 93.05% at the page level. The detailed script-wise performance for the best case of the MLP526
classi!er is illustrated in Table S8 as separate supplementary material.527

5.2.6 Using DHT Algorithm. The script identi!cation performance of the DHT algorithm [30] is528
compared at page, block, text-line, and word levels for each individual classi!er. The performance529
results are shown in Table 10. The best-performing classi!er is the MLP classi!er, which achieves530
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Table 9. Individual Classifier Performance of the Combination of NGTDM- and GLRLM-based
Features [29] for Handwri!en Script Classification at Page, Block, Text-line, and Word Levels

Recognition Accuracy (%)
Classi!er Level of identi!cation

Page level Block level Text-line level Word level
Naïve Bayes 85.50 83.34 85.95 79.10

SVM 92.83 89.56 89.70 84.62
MLP 93.05 89.05 89.36 84.94

AdaBoost 88.35 85.78 87.49 81.85
Random Forest 90.62 87.19 88.23 83.06

Logistic Regression 90.56 86.42 88.67 82.98
(Best case is highlighted in bold).

Table 10. Individual Classifier Performance of DHT Algorithm [30] for Handwri!en Script
Classification at Page, Block, Text-line, and Word Levels

Recognition Accuracy (%)
Classi!er Level of identi!cation

Page level Block level Text-line level Word level
Naïve Bayes 79.89 79.09 80.15 75.20

SVM 89.55 88.42 88.08 84.19
MLP 90.93 90.11 88.67 84.24

AdaBoost 83.60 81.28 85.39 80.35
Random Forest 88.21 86.55 87.58 84.06

Logistic Regression 86.04 84.86 88.45 83.75
(Best case is highlighted in bold).

the accuracies of 90.93%, 91.11%, 88.67%, and 84.24% for page, block, text-line, and word level script 531
identi!cation, respectively. Table 10 illustrates that the highest recognition accuracy is achieved by 532
a MLP classi!er, which is found to be 91.11% for the block level script identi!cation. The detailed 533
script-wise performance for the best case of the MLP classi!er is presented in Table S9 as separate 534
supplementary material. 535

5.3 Summarization of Benchmark Handwri!en Script Classification Results 536
Table 11 summarizes the benchmark multi-script classi!cation outcomes obtained on our in- 537
house database at four di"erent levels using MLP classi!er for both structural-based and visual 538
appearance-based features. Based on the recognition accuracies achieved by MLP classi!er, di"er- 539
ent feature sets performed in a diverse manner at each level of identi!cation and can be arranged 540
accordingly. For page level, the script classi!cation ability of di"erent feature sets can be repre- 541
sented as: MLG Transform > NGTDM and GLRLM > DHT algorithm> HOG > DWT and RT > 542
GLCM. At block level script classi!cation, the performances of di"erent feature sets can be ar- 543
ranged as: HOG > MLG Transform > DHT algorithm> NGTDM and GLRLM > GLCM > DWT 544
and RT. Similarly, for text-line level script classi!cation, the observation is: GLCM > MLG Trans- 545
form > NGTDM and GLRLM > DWT and RT > DHT algorithm > HOG. Finally, for word level 546
script classi!cation, the order of performance is: MLG Transform > HOG > GLCM > DWT and 547
RT > NGTDM and GLRLM > DHT algorithm. It is to be noted that in case of word level, the per- 548
formance of visual appearance-based features is found to be much better than structural-based 549
features. 550
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Table 11. Summarization of the Performance Results Reported for Di"erent Feature Sets Using MLP
Classifier Measured at Di"erent Identification Levels

Recognition Accuracy (%) Average
Feature set Level of classi!cation Recognition

Page level Block level Text-line level Word level Accuracy (%)
Convex-hull-based features

[19]
- - - 84.21 84.21

Elliptical and Polygonal
Approximation-based

features [20]

- - - 85.12 85.12

HOG [24] 90.11 91.88 87.24 85.92 88.79
GLCM [25, 26] 89.33 88.89 89.67 85.58 88.37

DWT and RT [27] 88.50 88.28 88.87 85.15 87.95
MLG Transform [28] 95.83 90.56 89.39 87.75 90.88

NGTDM and GLRLM [29] 93.05 89.05 89.36 84.94 89.10
DHT algorithm [30] 90.93 90.11 88.67 84.24 88.49

(Best recognition accuracy is styled in bold). The !rst two feature sets are structural-based, whereas the rest are visual
appearance-based features.

It can also be observed from Table 11 that using MLG Transform, the highest recognition ac-551
curacies are found to be 95.83% and 87.75% for page level and word level script classi!cations, re-552
spectively. Similarly, using HOG feature descriptor, the best script classi!cation accuracy of 91.88%553
is reported at block level. Again, at text-line level, the highest classi!cation accuracy of 89.67% is554
achieved using GLCM feature set. Thus, highest classi!cation accuracies of 95.83%, 91.88%, 89.67%,555
and 87.75% are received for page, block, text-line, and word level script identi!cation, respectively.556
Tables (S10–S13) show the confusion matrices produced by the best cases of MLP classi!er for557
page, block, text-line, and word level script classi!cations, respectively. Tables (S10–S13) are pro-558
vided as supplementary materials with this manuscript. Based on the performance of the feature559
sets, the script classi!cation performances at di"erent levels can be ordered as: page level > block560
level > text-line level > word level. Thus, the !nal conclusion drawn on the basis of preceding561
experimentation is outlined below:562

• Page level data is more stable and performs the best, irrespective of the features chosen.563
• Performances of block and text-line level data are relatively similar.564
• Handwritten script classi!cation at word level is the worst among all the four levels.565

It can be examined from the result analysis that visual appearance-based features performed566
much better than structural-based features. The reason is that structural-based features are not567
translation-, rotation-, and scale-invariant, at the same time very sensitive to boundary noise and568
variations. Furthermore, the number of primitives necessary for each shape is not known, as there569
is no proper de!nition for an object or shape. A variation of object boundaries causes variations570
to the primitives, so it is less consistent than visual appearance-based methods. Another major571
limitation of structural-based features is that they can only be applied for script classi!cation572
at word level, whereas visual appearance-based features can be applied on any portion of given573
script text. Visual appearances-based methods e"ectively use all the pixel information within the574
script region, whereas structural-based features take into account only the shape contour, which575
may not be sometimes important for some applications. For example, structural-based features576
can classify between handwritten Devanagari (which is a Matra-based script) and Roman (which577
is a non-Matra-based script) scripts, since the shape variations of these two scripts are almost578
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Table 12. Recommendation of Di"erent Feature Sets at Suitable Levels of Classification

Feature set Feature Suitable level Highest Recognition
dimension of classi!cation accuracy (%)

Convex-hull-based features [19] 145 Word level 84.21
Elliptical and Polygonal

Approximation features [20]
82 Word level 85.12

HOG [24] 80 Block level 91.88
GLCM [25, 26] 80 Text-line level 89.67

DWT and RT [27] 48 Text-line level 88.87
MLG Transform [28] 60 Page level 95.83

Word level 87.75
NGTDM and GLRLM [29] 84 Page level 93.05

DHT algorithm [30] 72 Block level 90.11

diverse in nature. On the contrary, these types of features fail to classify between handwritten 579
Devanagari and Gurumukhi scripts, since they are both Matra-based scripts, and the shape varia- 580
tions between these two scripts are almost similar in nature. In this case, visual appearance-based 581
methods can be very e"ective, because they take the whole script region into consideration for 582
shape representation and description. Based on the overall classi!cation accuracies averaged over 583
all identi!cation levels, the performances of visual appearance-based features can also be arranged 584
sequentially. The order of their performance is: MLG Transform > NGTDM and GLRLM > HOG 585
> DHT algorithm > GLCM > DWT and RT. So, it can be noticed that MLG Transform is the most 586
consistent and discriminatory feature set, as it shows the best averaged performance at any level 587
of classi!cation. However, the combination of DWT and RT is the worst performer among all the 588
feature sets. With respect to the suitability of feature set(s) applied at a particular level of iden- 589
ti!cation, it can be recommended that the MLG Transform is the most suited for both page and 590
word level script classi!cation, whereas HOG and GLCM feature descriptors are appropriate for 591
block level and text-line level script classi!cation, respectively. Table 12 depicts the suitable level 592
of identi!cation for a given feature set. 593
In this case study, a hierarchical classi!cation methodology based on a tree structure (having 594

three levels) has also been implemented as an alternative solution. The three-level tree architec- 595
ture for handwritten script identi!cation of 12 o#cial Indic scripts is illustrated in Figure 10. The 596
hierarchy is designed in such a way that it allows us to cluster the scripts with some common vi- 597
sual characteristics as a node at one level and then focus on the classi!cation based on some other 598
visual feature of the scripts at the next level. This, in turn, will lead to model an improved classi- 599
!cation method. The grouping of the scripts at each level of the tree structure is based on some 600
inter-script speci!c features. Finally, each group of scripts is classi!ed based on unique intra-script 601
distinctive features. Based on the data of the confusion matrix (illustrated in Tables S10–S13 as sup- 602
plementary materials) with a bias to the visual appearances of the scripts [54], it is inferred that 603
the Matra-based and non-Matra-based scripts could be formed two clusters of di"erent scripts. So, 604
at Level-1, all the 12 scripts are assembled into two sub-groups, i.e., “G1: Gurumukhi, Devanagari, 605
Manipuri, Bangla, and G2: Gujarati, Oriya, Telugu, Kannada, Tamil, Malayalam, Urdu and Roman.” 606
The feature extraction for this classi!cation is done using DHT algorithm At Level-2, the feature 607
descriptors based on MLG Transform are applied for the intra-script classi!cation belonging to 608
G1. However, the group G2 is again classi!ed into four distinct sub-groups, i.e., G2.1: Gujarati, 609
Oriya;G2.2: Kannada, Malayalam, Tamil, Telugu,G2.3: Urdu, andG2.4: Roman. This classi!cation 610
is also done usingMLG-based feature descriptor. At the !nal level, i.e., Level-3, the two scripts (viz., 611
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Fig. 10. Diagrammatic representation of the hierarchical three-level tree-based architecture for handwri!en
script classification problem.

Fig. 11. Graph showing the classification accuracies a!ained by using hierarchical tree-based architecture
for handwri!en script classification problem at four di"erent levels.

Gujarati and Oriya) in sub-group G2.1 are !nally classi!ed. On the contrary, the four South-Indic612
scripts under the second sub-group, G2.2, are also identi!ed based on MLG Transform. The av-613
erage classi!cation accuracies achieved by using this tree-based methodology at page level, block614
level, text-line-level, and word level are shown with the help of a bar chart, illustrated in Figure 11.615

5.4 Statistical Significance Test616
It is quite evident from the previous subsection that the MLG Transform is the most suited for617
both page and word level script classi!cation, whereas HOG and GLCM feature descriptors are618
appropriate for block level and text-line level script classi!cation, respectively. In this subsection,619
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Table 13. Summarization of Results of Statistical Significance Test for Handwri!en Script Classification
Computed at Page, Block, Text-line, and Word Levels

Level of Degrees of Level of Critical Calculated Null Hypothesis
classi!cation Freedom signi!cance value value (Accepted/Rejected)
Page level 27.057
Block level 5 0.05 11.07 25.47 Rejected

Text-line level 26.63
Word level 39.73

the statistical signi!cance test of the present experimental setup is carried out to validate the 620
performance of the multiple classi!ers using multiple datasets. The statistical signi!cance test 621
is performed to validate the best-performing feature descriptors at four di"erent levels of script 622
classi!cation. A comprehensive description of this test is already presented in [55]. Here, the null 623
hypothesis states that there is no signi!cant di"erence among the classi!cation abilities of the 624
six classi!ers considered here. Before performing this test, page level, block level, text-line level, 625
and word level datasets are randomly divided to create small subsets with di"erent sample sizes. 626
Performances of six classi!ers are carried out for each of these randomly created subsets. A safe and 627
robust non-parametric Friedman test [56, 57] is then performed for validating the performances 628
of the multiple classi!ers using multiple datasets at four di"erent levels of handwritten script 629
classi!cation. Tables (S14–S17) depict the performances (in terms of classi!cation accuracies) as 630
well as their assigned ranks (required for performing Friedman test) achieved by six classi!ers 631
on 12 randomly chosen page, block, text-line, and word levels datasets, respectively, which are 632
provided as supplementary materials. The overall results of the Friedman test for all the four levels 633
of script classi!cation are summarized in Table 13. It can be noted from Table 13 that the Friedman 634
statistic rejects the null hypothesis. Hence, it can be said that there exist signi!cant di"erences 635
among the classi!cation abilities of the six classi!ers, which, in turn, statistically validates our 636
performance results. 637

5.5 Variation of Block Sizes for Block Level Script Classification 638
Since HOG descriptor [24] scores the highest recognition accuracy on block level script datasets, 639
we have carried out more experiments on block level datasets by varying the block-size of the 640
handwritten text images in di"erent scripts. The overall results are recorded as a graph shown in 641
Figure 12. Here, we have chosen !ve di"erent block sizes such as 64 × 64, 128 × 128, 256 × 256, 642
512 × 512, and 1, 024 × 1, 024. It can be understood from Figure 11 that the SVM classi!er attains 643
the best recognition accuracies of 87.17% and 88.06% when the block sizes of text images are 64 × 644
64 and 128 × 128, respectively. Moreover, MLP classi!er scores the highest accuracies of 91.88%, 645
92.98%, and 93.2% for block sizes of 256 × 256, 512 × 512, and 1, 024 × 1, 024, respectively. It is 646
also clear from the results that the script recognition accuracies gradually increase with the size 647
of text blocks. 648

5.6 Variation of Training and Testing Samples of Script Datasets 649
The next experiment is done by varying the train and test sizes of page level, block level, text-line 650
level, and word level datasets and observing the e"ect of this variation when six di"erent visual 651
appearance-based feature sets are applied. The visual appearance-based feature sets perform bet- 652
ter than structural-based features. This is the reason for considering only the former feature sets 653
for our experimentation. We have considered !ve di"erent cases as described here. Case I: training 654
set consists of 90% of handwritten script datasets at four di"erent levels and test set consists of 10% 655
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Fig. 12. Graph showing the recognition accuracies scored by six di"erent classifiers on varying block sizes
for block level script datasets.

of handwritten script datasets at four di"erent levels; Case II: training size, 70%, and test size, 30%;656
Case III: training size, 50%, and test size, 50%; Case IV: training size, 30%, and test size, 70%; Case657
V: training size, 10%, and test size, 90%. The classi!cation of the script datasets is done using MLP658
classi!er, which performs the best in almost all occasions. Table 14 shows the performance results659
of the classi!er for these !ve di"erent cases. For the !rst case, MLG transform performs the best660
at all the four levels. In second case, MLG transform scores the highest classi!cation accuracies at661
both page and word levels, whereas HOG and GLCM feature descriptors show the highest classi-662
!cation accuracies in case of block level and text-line level datasets, respectively. Furthermore, in663
the third case, MLG transform, DHT algorithm, DWT and RT, NGTDM and GLRLM feature de-664
scriptors show the best accuracies on page level, block level, text-line level, andword level datasets,665
respectively. Similarly, in case IV, MLG transform achieves the highest classi!cation accuracies at666
both page and word levels. At block and text-line levels, DHT algorithm and GLCM feature de-667
scriptor perform the best among all feature descriptors. Finally, in case V, MLG transform, HOG,668
DWT and RT, NGTDM, and GLRLM feature descriptors attain the best accuracies at page level,669
block level, text-line level, and word level, respectively.670

5.7 E"ect of Feature Dimensionality Reduction on Script Classification Performances671
As it is evident from Section 5.3 that visual appearance-based features perform better than the672
structural-based features. Keeping this mind, in this subsection, an additional experimentation673
is done by applying two previously proposed feature selection methods after combining all the674
feature sets extracted using six di"erent visual appearance-based features, namely, HOG, GLCM,675
DWT and RT, MLG transform, NGTDM and GLRLM, and DHT algorithm. It is to be noted from676
Table 3 that the size of the original feature vector is found to be 484 after merging all the feature677
sets mentioned above. Feature selection is a useful procedure for selecting the optimal feature sub-678
set (or reducing the size of feature dimension) by removing the redundant features in the original679
feature space. This, in turn, helps to decrease the overall training time and increase the classi!ca-680
tion accuracy. In the present work, we have used two feature dimensionality reduction techniques681
named Principal Component Analysis (PCA) [58] and Harmony search (HS)-based feature682
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Table 14. Recognition Accuracies Scored by MLP Classifier Using Six Di"erent Visual
Appearance-based Feature Sets for Five Di"erent Cases Varying the Training and Test Sets

Feature Set Level of Recognition accuracy (%)
classi!cation Case I Case II Case III Case IV Case V

HOG [24]

Page level 93.13 90.11 89.53 87.74 83.5
Block level 92.87 91.88 88.16 86.15 83.75

Text-line level 90.30 87.24 86.67 84.33 79.12
Word level 88.42 85.92 83.20 80.56 75.97

GLCM [25, 26]
Page level 92.75 89.33 88.55 86.60 81.14
Block level 90.83 88.89 86.91 84.24 79.48

Text-line level 91.36 89.67 88.73 85.85 80.07
Word level 88.97 85.58 83.38 80.02 74.55

DWT and RT
[27]

Page level 91.62 88.50 87.55 85.48 80.10
Block level 90.85 88.28 87.33 85.16 80.98

Text-line level 90.17 88.87 87.90 84.57 80.33
Word level 87.24 85.15 82.92 78.65 75.42

MLG transform
[28]

Page level 98.33 95.83 95.04 94.30 90.02
Block level 93.70 90.56 88.65 86.52 81.64

Text-line level 92.91 89.39 86.17 85.74 79.27
Word level 91.65 87.75 82.04 81.58 72.26

NGTDM and
GLRLM [29]

Page level 95.53 93.05 92.25 91.8 85.06
Block level 91.92 89.05 88.33 86.34 80.78

Text-line level 90.45 89.36 87.18 84.69 78.83
Word level 87.24 84.94 85.75 78.85 75.94

DHT algorithm
[30]

Page level 92.75 91.93 89.50 87.16 82.52
Block level 92.33 90.11 89.58 88.42 80.18

Text-line level 90.16 88.67 86.42 84.98 80.05
Word level 86.09 84.24 83.86 81.63 75.30

(best accuracies for each case and at each level are marked in bold).

selection method [59] for page level, block level, text-line level, and word level handwritten script 683
classi!cation. The overall results obtained (using the best-performing MLP classi!er) by both fea- 684
ture dimensionality reduction methods are given in Table 15. It is evident from Table 15 that HS- 685
based feature selection method performs better than PCA by selecting lesser number of features 686
and giving higher classi!cation accuracy. For all the four levels of script classi!cation, PCA pro- 687
duces an improvement of about 2%–3% in the overall classi!cation accuracy while selecting 82% 688
of the original number of features. However, the HS-based method produces about 5%–6% incre- 689
ment in the overall classi!cation accuracy with only 70% of the original number of features. This 690
proves the e"ectiveness and e#ciency of using feature selection/feature dimensionality reduction 691
methods for handwritten script classi!cation problem. 692

5.8 Performance Evaluation on Freely Available Dataset 693
The literature survey carried out in Section 2 describes that there is only one benchmark database 694
available for handwritten script classi!cation problem, which is named as PHD_Indic11 dataset 695
developed by Obaidullah et al. [60]. They used a combination of two types of feature sets, namely, 696
script-dependent (containing 56 feature values) and script-independent (having 56 feature values) 697
feature sets and achieved script recognition accuracies of 98%, 98.75%, 97.50%, and 93.93% at page 698
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Table 15. Script Classification Performance (in Terms of Number of Selected Feature and Recognition
Accuracies) Obtained by Applying Feature Dimensionality Reduction Methods and Using MLP

Classifier for the Combination of Visual Appearance-based Feature Sets

Level of
classi!cation

Size of
original
feature

descriptor

Original
recognition
accuracy (%)

PCA [58] HS-based method [59]
Number of
optimal
features
selected

Recognition
accuracy (%)

Number of
optimal
features
selected

Recognition
accuracy (%)

Page level

484

92.78 385 95.13 314 97.44
Block level 90.65 392 91.87 326 95.67
Text-line
level

88.875 405 91.25 342 94.89

Word level 84.02 411 86.97 369 90.58

Table 16. Recognition Performances Reported for Di"erent Feature Sets Using MLP Classifier Measured
at Di"erent Identification Levels on PHD_Indic11 Dataset Proposed in Reference [60]

Feature set Recognition accuracy (%) Average
Level of classi!cation recognition

Page level Block level Text-line level Word level accuracy (%)
Convex-hull-based features

[19]
- - - 86.52 86.52

Elliptical and Polygonal
approximation-based

features [20]

- - - 87.64 87.64

HOG [24] 93.5 95.18 98.56 90.60 94.96
GLCM [25, 26] 92.00 89.92 98.20 92.98 93.27

DWT and RT [27] 90.34 91.55 94.89 92.55 92.33
MLG Transform [28] 98.60 94.84 97.28 94.04 96.19

NGTDM and GLRLM [29] 95.45 93.26 95.06 93.12 94.22
DHT algorithm [30] 93.12 97.89 97.45 93.86 95.58

(Best Recognition Accuracy is Styled in Bold).

level, block level, text-line level, and word level, respectively. In our case study, the structural-699
based and visual appearance-based feature descriptors are made to run on this script datasets. The700
overall results are tabulated in Table 16. It can be seen fromTable 16 that theMLGTransform scores701
the highest classi!cation accuracies of 98.6% and 94.04% at page level and word level datasets,702
respectively. DHT algorithm and GLCM feature descriptor score the highest accuracies of 97.89%703
and 98.2% in case of block level and text-line level datasets, respectively. However, it can be noticed704
that MLG transform is the most consistent feature set, as it shows the best averaged performance705
at any level of script classi!cation. However, the combination of DWT and RT does not perform706
well.707
Besides these, the authors Ukil et al. achieved an overall word level accuracy of 94.73% on708

PHD_Indic11 dataset with a deep learning approach [76] using a set of 10 di"erentConvolutional709
Neural Networks (CNNs) comprising a set of 10,240 features. Again, in the work done by Ukil710
et al. in Reference [77], the authors attained 95.04% on the same dataset word level accuracy by711
combining 12 small integrated CNNs models each having a feature dimension of 1,024 elements.712
This implies that the average accuracy achieved by using machine learning approaches is found to713
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be about 1% less than that of deep learning approaches. This is negligible, considering the resource 714
and time complexities associated with the deep learning approaches. 715

6 FUTURE SCOPE OF HANDWRITTEN INDIC SCRIPT CLASSIFICATION RESEARCH 716
The problem of Indic script classi!cation was identi!ed nearly two decades ago. Few techniques 717
are also developed to solve this problem. There exist a lot of works that can arise as future scope 718
from handwritten script classi!cation. Some of them are listed below as follows: 719

6.1 Availability of Benchmark Multi-script Databases 720
It is evident from the literature survey that only one freely availablemulti-script database (known 721
as PHD_Indic11 dataset [60]) exists that can be used for evaluating any handwritten Indic script 722
classi!cation algorithm. It can be observed that in di"erent domains such as handwritten digit 723
recognition, scene text detection, face recognition, and so on, numerous freely available benchmark 724
datasets with varying sizes exist in the literature. So, to meet the need of this domain, researchers 725
should come up with more benchmark databases for handwritten Indic script classi!cation, and 726
these databases should be made freely available to the research community. A survey presented 727
by Hussain et al. [61] reports the benchmark databases developed in the !eld of handwritten doc- 728
ument analysis. 729
However, in future releases of our in-house database, the database quantity can be increased, 730

which involves collection of more multi-script handwritten document pages containing purely 731
Indic scripts. This will include more variations of writing styles that, in turn, will provide a more 732
realistic assessment of the handwritten script classi!cation algorithms in multi-script scenario. 733
The database compilation may also include mixed-script document pages written in Indic scripts 734
mixed with Roman or other scripts, which itself is also a less-explored domain. 735

6.2 Need of Feature Selection Methods 736
Researchers may be encouraged to come up with some feature selection methods in an e"ort to 737
identify more informative and discriminative feature subsets. Application of nature-inspired sto- 738
chastic search techniques generates multiple good-quality feature subsets without resorting to 739
exhaustive search. The concept of feature selection is already implemented for typical pattern 740
recognition problems such as speech recognition [62], face recognition [63, 64], handwritten digit 741
recognition [65], text classi!cation [66], handwritten word recognition [67], gene selection in mi- 742
croarray data [68], and so on. Handwritten script classi!cation techniques can bene!t greatly if 743
intelligent feature selection can be used to remove the noisy, irrelevant, redundant, or mislead- 744
ing features, which will enhance the accuracy of the recognition system. The work described by 745
Singh et al. [59] has already investigated the HS-based optimization algorithm for selection of 746
optimal feature subset in handwritten script classi!cation problem. This study justi!es the need 747
of feature selection for handwritten script classi!cation, where both local and global features are 748
included, without knowing the exact importance of features. Although the results show a quite 749
encouraging trend, much work (as reported in Reference [69]) can still be done to further increase 750
the performance results. 751

6.3 Deep Learning-based Approaches 752
Nowadays, deep learning-based approach has become a successful alternative to traditional ma- 753
chine learning-based approach. Deep learning models such as deep belief network, deep neu- 754
ral network, convolutional neural network, and recurrent neural network have been applied to 755
diverse research !elds, including speech recognition, computer vision, medical image analysis, 756
audio recognition, machine translation, social network !ltering, bioinformatics, and natural 757
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Fig. 13. Sample images of scene text detection in multi-script environment.

language processing, where the outcomes are found to be comparable to and in some cases supe-758
rior to human experts [70–75]. In recent times, a few works described by Ukil et al. in References759
[76, 77] and Kundu et al. in Reference [78] already introduced deep learning approaches for solving760
the problem of handwritten script classi!cation. Application of deep learning-based approaches761
should be explored much in the near future.762

6.4 Demand for Video-based Script Classification763
Script classi!cation from videos is almost an uncharted research area as compared to that from764
printed and handwritten documents. This problem is also one of the challenging tasks that !nds765
its application in scene understanding, machine translation, content-based video indexing, under-766
standing of visual contents and retrieval, and so on. Reviewing the literature study, it is found that767
researchers Shivakumara et al. [79], Malik et al. [80], Bhunia et al. [81], Sharma et al. [82], and768
Gaikwad et al. [83] have developed methods that focus on classi!cation of the scripts from videos.769
Considering the few works done in this domain, video-based script classi!cation still has a long770
way to go in the research !eld.771

6.5 Multi-script Scene Text Detection and Recognition772
The problem of scene text detection can be de!ned as the procedure of detecting the text com-773
ponents in natural images. This problem is challenging due to variations or diversities (di"erent774
fonts, sizes, and orientations) of texts in the wild, complex backgrounds, presence of noise or blur775
due to low light conditions and so on. Scene text recognition has wide applications in our day-776
to-day life activities, such as identi!cation of vehicles by reading the number plate, recognizing777
sign-boards, indexing of multimedia, and so on. A recent survey by Lin et al. [84] indicates that778
a lot of work [85–100] has been performed by researchers for solving this task of scene text de-779
tection and recognition. But in multilingual countries such as India, USA, Malaysia, South Africa,780
Singapore, and so on, scene text images often contain text printed in two or more scripts. This781
problem is known as multi-script scene text detection and recognition. Figure 13 shows this sit-782
uation. In these cases, the scripts must be known beforehand for the recognition of text in such783
images, which gives rise to the problem of scene text recognition in multi-script environment.784
However, scene text recognition in a multi-script environment has been reported in some recent785
works described in References [101–105]. But one of the major limitations of these works is that786
researchers considered only a few scripts. Therefore, it can be said that a comprehensive model787
for multi-script scene text detection and recognition is still in its infancy stage.788

6.6 Script-independent Writer Identification/Verification789
The problem of writer identi!cation can be de!ned as automatic identi!cation of the writer of a790
handwritten text document from a given set of handwriting samples based on the fact that thewrit-791
ing sample of the same writer is present in the database [106]. Writer veri!cation is the problem of792
authenticating a handwritten text document whether the same is written by that individual writer793
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or not. Writer identi!cation/veri!cation is an important research topic due to its large number of 794
applications in forgery recognition, forensic sciences, criminology, organizations dealing with his- 795
torical documents, and so on. The works done to date reveal that researchers have considered the 796
problem of writer identi!cation/veri!cation for text documents written in Latin [107], Gurumukhi 797
[108], Kannada [109, 110], Bangla [111], Telugu [110, 112], and Odia [113] scripts only. However, 798
the solution to this problem in a multi-script environment is still left unsolved and thus becomes 799
an important future scope to handwritten script classi!cation. 800

6.7 ICDAR Robust Reading Competition 801
Robust reading refers to the research area that helps to bridge the gap between the handwritten 802
document analysis community and the wider computer vision community. This robust reading 803
competition was !rst started in the year 2003 [114] by International Conference of Document 804
Analysis and Recognition (ICDAR) and continued in 2005 [115], 2011 [116, 117], 2013 [118], 2015 805
[119], and 2017 [120–122]. The competition is arranged in the form of challenges signifying ex- 806
plicit application domains for robust reading. These challenges are chosen in such a way that they 807
can include a wide-ranging real-life state of a"airs. In the coming years, these competitions involv- 808
ing cases of multi-script scenarios will serve as a footstep for conducting and comparing further 809
research activities on a common platform. 810

6.8 Online Indic Script Classification 811
Online character recognition has gained a lot of popularity in the recent years. The growth 812
of devices such as computers and smart phones can e"ectively interpret and digitize the data 813
entered, which, in turn, increases the demand for online handwritten recognition. Research works 814
for online character recognition have already been performed for some major Indic scripts like 815
Bangla [123, 124], Telugu [125], Devanagari [126–129], Tamil [126, 130, 131], Gurumukhi [132– 816
134], Kannada [135–137], Malayalam [138–140], Urdu [141–143], Gujarati [144–146], and so on. 817
However, the problem of online script classi!cation considering all the Indic scripts together is 818
missing in the literature. It is to be noted that all the works described in this case study are related 819
to o%ine recognition of Indic scripts, but the recognition of scripts in online mode is still yet to be 820
exposed by the researchers. 821

7 CONCLUSION 822
A pre-OCR script classi!cation is an important aspect for any multi-script/multilingual country. 823
Due to a variety of applications, handwritten script recognition/classi!cation is gaining more im- 824
portance in today’s electronically interconnected society. In the present work, a case study for 825
designing a comprehensive o%ine handwritten Indic script classi!cation system, which consid- 826
ers input text sample as a whole document page or a text block or a text-line or a simple word 827
from the document page, has been undertaken. The main objective in this case study is to ad- 828
dress eight major concerns: (1) preparing handwritten script database written in 12 constitution- 829
ally enlisted Indian scripts at the above-mentioned four di"erent levels; (2) measuring the indi- 830
vidual performances of handwritten script classi!cation system considering the input scripts from 831
page, block, text-line, and word level images; (3) selecting an ideal level for handwritten script 832
classi!cation among the above-mentioned four levels; (4) performance measurements of di"er- 833
ent feature sets at four di"erent script levels that have been evaluated and statistically validated 834
using six state-of-the-art classi!ers such as Naïve Bayes, SVM, MLP, AdaBoost, Random Forest, 835
and Logistic Regression; (5) detailed performance measures of the best case of handwritten script 836
classi!cation results; (6) improving the overall script classi!cation performance by using feature 837
dimensionality reduction methods; (7) on two di"erent handwritten Indic script databases, of 838
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which one is an in-house developed dataset and the other one is a freely available dataset; and839
(8) scope of future research works that may be carried out as an application to handwritten Indic840
script classi!cation.841
For experimentation, a handwritten script database consisting of page, block, text-line, andword842

level datasets is prepared. A set of eight di"erent features consisting of two structure-based fea-843
tures and six visual appearance-based features are considered for the feature extraction purpose.844
The structure-based features comprise Convex-hull-based features and a combination of Ellipti-845
cal and Polygonal Approximation-based features, whereas the visual appearance-based features846
include HOG, GLCM, combination of DWT and RT, MLG transform, NGDTM and GLRLM, and847
DHT algorithm. The former feature set is applied for word level script identi!cation only, whereas848
the latter feature set is applied and compared at each level of script identi!cation. Six well-known849
machine learning algorithms are used for script classi!cation purpose and among them the MLP850
classi!er gives the best performance in nearly all circumstances. The proposed system is also tested851
on a freely available handwritten script classi!cation database named PHD_Indic11, and we have852
achieved better performance results than the state-of-the-art methods proposed in Reference [60].853
To !nd the solution with optimum performance, it is noticed that the page level dataset achieves854

the highest recognition accuracy as compared to block, text-line, and word levels. It is meant that855
the classi!cation accuracy of script recognition decreases simultaneously with the decrease in size856
of the available information extracted from the document page. With respect to the feature set, it857
is found that visual appearance-based features are well suited at all levels of script classi!cation858
than structure-based features. Regarding visual appearance-based features, it is noted that MLG859
transform accomplishes much better classi!cation results among all, followed by NGTDM and860
GLRLM, HOG, DHT algorithm, GLCM, DWT, and RT. While comparing the optimal feature set at861
each level, it is examined that MLG transform is best suited for both page and word level script862
classi!cation, whereas HOG and GLCM feature descriptors show the best performance for block863
level and text-line level script classi!cations, respectively. The highest average script classi!cation864
accuracies at page, block, text-line, and word levels are found to be 95.83%, 91.88%, 89.67%, and865
87.75%, respectively. As discussed in the previous section, it is quite clear from this case study that866
the comprehensive solution to this very problem still has a long way to go in the near future. For867
example, some classi!er combination approaches reported in References [147, 148] are also needed868
for handwritten Indic script classi!cation to improve the overall classi!cation accuracy.869
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