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Abstract: In recent years, the field of Human Activity 

Recognition (HAR) has witnessed a significant growth owing to 

the abundance of data and its practical applications in various 

real-world scenarios. The recognition of human activities from 

still images remains a challenging task due to the presence of 

class imbalance and limited intra-class variability. To address 

these issues, this work proposes an Ensemble Transfer Learning 

approach for image-based HAR. The proposed model employs 

an ensemble stacked averaging model consisting of well-known 

transfer learning architectures such as ResNet50V2, 

DenseNet169 and VGG19. The ensemble model can learn 

different features from different architectures, thus providing a 

robust recognition model. Additionally, data augmentation is 

employed to increase the diversity of the images in the datasets. 

The suggested model helps to mitigate the problems of class-

imbalance and the lack of intra-class variability by generating 

new images with different variations of the original images. The 

model is evaluated on two benchmark datasets for image based 

HAR, namely, the PPMI action dataset and the Stanford 40 

Actions dataset. The results demonstrate enhanced performance 

compared to a few of the related research works. 

 
Keywords: Transfer Learning, Ensemble Learning, Data 

Augmentation, Human Activity Recognition (HAR), Computer 

Vision. 

 

I. Introduction 

Human Activity Recognition (HAR) is a domain of research 

that aims to classify human activities. It has broad spectrum 

of applications including healthcare (e.g., fall detection for 

older adults, gait analysis for patients with movement 

disorders), sports and fitness (e.g., tracking and analysis of 

athletic performance), and smart environments (e.g., ambient 

assisted living, human-computer interaction). HAR relies on a 

wide range of data sources, including sensor data, image data, 

audio data and video data. Due to the increasing availability 

of such datasets, the research in HAR has gained significant 

momentum in the last decade. 

Convolutional neural networks (CNNs) have emerged as 

one of the most prevalent techniques for vision-based human 

activity recognition (HAR). CNNs are a type of deep learning 

model that excel at image recognition tasks by automatically 

learning and extracting features from images. In recent years, 

there have been several studies that have demonstrated the 

effectiveness of CNNs for image based HAR (e.g., [3]-[5]). 

One of the major limitations of CNNs is that they require a 

large amount of labeled data for training, which can be 

difficult and time-consuming to acquire. Furthermore, CNNs 

are prone to overfitting if the training data is not diverse 

enough. They also have limited generalizability, i.e. CNNs are 

typically trained on a specific dataset and task and may not 

generalize well to other datasets or related tasks. 

It is important to have diversity in the image data to build 

CNN models with high generalization power. Therefore, data 

augmentation has been used to enhance the predictive 

performance of CNN models. Data augmentation includes 

techniques such as cropping, flipping, and rotating images to 

improve diversity in the training data. However, the process 

of applying various transformations costs additional 

computational resources, especially when dealing with large 

datasets. This can be a major limitation for real-time human 

activity recognition systems, where speed and efficiency are 

critical [1]. 

Also, Transfer learning has become increasingly popular as 

an alternative approach. It entails using a pre-trained model 

for one task as the foundation for training a model on a similar 

task. This can be particularly useful for HAR, as it allows 

researchers to leverage the large amounts of labeled data and 

computational resources needed to train deep learning models, 

without having to start from scratch. Several studies have 

shown that transfer learning can improve the performance of 

CNNs for still-image based HAR (e.g., [11]-[15]).Some of the 

limitations of transfer learning include overfitting, particularly 

when fine-tuning on small datasets [2]. This can lead to poor 

generalization and low performance on unseen data. Also, 

transfer learning can be sensitive to the choice of pre-trained 
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model and the amount of fine-tuning used [2]. This makes it 

difficult to achieve consistent performance across different 

datasets and applications. 

The use of stacked ensemble averaging (SEA) can further 

improve the performance of classifiers. One approach is to 

train several models using the same dataset and then combine 

their predictions by averaging them to obtain a final prediction. 

This approach has been shown to be effective for vision based 

HAR also, particularly when the models are trained on 

different types of data or using different training algorithms 

(e.g., [16]-[17]).  

In this paper, we propose a method based on transfer 

learning with ensemble stacked averaging for training the 

CNN architectures for image-based HAR. In this research, 

we have used pre-trained weights from ImageNet dataset and 

updated them on Stanford40 and PPMI datasets to overcome 

resource constraints. Additionally, data augmentation is used 

to enhance performance by increasing the diversity in the 

training data. By combining Data Augmentation techniques 

and Stacked Ensemble Averaging method, we got promising 

results on two benchmark datasets in image based HAR. The 

proposed method achieves competitive results than the other 

methods quoted in the literature. 

The rest of the paper is organized as follows: Section II 

deals with the literature review. Section II describes the 

methodology and tools. Section IV presents the result. Section 

V concludes the research carried out in this paper. 

II. Literature Review 

A. Convolutional Neural Networks 

Over the last decade, there has been a significant amount of 

research focused on still-image based human activity 

recognition (HAR). Convolutional neural networks (CNNs) 

have emerged as one of the powerful tools for this task due to 

their ability to directly learn complex patterns from images. 

Several studies have demonstrated the effectiveness of these 

approaches for image based HAR. For instance, Ji et al. (2012) 

published study in which CNNs were used to recognize 

human activities in surveillance videos of airports with very 

impressive accuracy [3].  

Attique Khan et al. (2021) proposed a 26-layered CNN 

architecture for accurate complex action recognition, 

achieving 81.4%, 98.3%, 98.7%, and 99.2% accuracy 

respectively on HMDB51, KTH, Weizmann, and UCF Sports 

datasets, outperforming some of the contemporary works 

based on classical machine learning [4]. Ahmed et al. (2020) 

presented a motion classification method using a CNN to 

extract information through convolutional layers and a 

Softmax classifier in a fully connected layer to categorize 

human motion. The method achieved high success rates of 

98.75% with KTH, 92.24% with Ixmas, and 100% with the 

Weizmann datasets [5]. M. Bilal et al. (2021) suggested a deep 

learning approach that combines CNN, LSTM, and RNN to 

minimize computational expenses and attain cutting-edge 

results in Human Action Recognition (HAR) for intersecting 

actions in temporal visual data streams that span long time 

periods [6].  

Y. Lavinia et. al (2016) proposed a fusion-based method 

using multiple CNN models working on RGB and oRGB 

color spaces. Next, the features that were extracted are sent to 

SVM for recognition. This method has shown competitive 

performance on Stanford 40 and PPMI [7]. Moreover, Safaei 

et, al. (2019) proposed a novel CNN which uses spatial and 

temporal features of an image for single image activity 

recognition (STCNN). In the experiments, the STCNN 

demonstrated significant improvement over other state-of-the-

art methods [8].  

B. Data Augmentation 

Several authors use data augmentation to avoid overfitting 

problem. Data augmentation converts single images into many 

images through certain transformation operations. Many 

research works show that data augmentation boosts the 

performance of HAR models. For Example, Alani et al. (2018) 

used Adapted Deep Convolutional Neural Network (ADCNN) 

in combination with data augmentation on 3750 hand gesture 

images to boost the performance of the model. The model 

outperformed other methods that do not employ data 

augmentation techniques [9]. Also Meng et al. (2019) 

proposed a novel data augmentation network called Sample 

fusion network, which uses LSTM Autoencoder to generate 

new samples. Experiments demonstrated that SFN greatly 

enhances the performance of the model, achieving an 

accuracy of 79.53% to 90.75% [10]. Also, Z. Islam (2019) 

presented a method for recognizing static hand gestures in still 

images using a CNN model and data augmentation techniques 

to increase the size of the training dataset resulting in the 

improved performance of the HAR model. They tested the 

method on a dataset of still images comprising of 10 classes 

and achieved an accuracy of 97.12%. The method outperforms 

CNN model without data augmentation [1]. Chakraborty et al. 

(2021) used transfer learning CNN models along with data 

augmentation. Their result showed improved accuracy on 

Stanford 40 and PPMI datasets [2]. Also, Sahoo et al. (2021) 

used sequential learning and depth-estimated history images 

with data augmentation to avoid overfitting, achieving the 

highest recognition rate of 97.67% on the KTH dataset [11]. 

C. Transfer Learning 

Transfer learning, in which a model is pre-trained on a large 

dataset and fine-tuned on a smaller related dataset, has also 

been applied to still-image based HAR. Transfer learning 

approach has successfully reduced the amount of labeled data 

required for training and it has also improved the performance 

on the target task [2]. T. Ozcan et al. (2019) proposed a 

method which implements heuristic optimization algorithms 

for hyperparameter tuning of CNN structures based on the 

AlexNet model. The model that was suggested was evaluated 

on two datasets, namely the sign language digits dataset and 

Thomas Moeslund's gesture recognition dataset. Based on the 

experimental findings, the proposed artificial bee colony-

based method produced an average accuracy of 98.40% for 

action classification, which surpasses the performance of prior 

studies on the sign language digits dataset. Additionally, for 

Thomas Moeslund's gesture recognition dataset, the advised 

approach attained an average accuracy of 98.09%, outdoing 

the top pre-existing method [12]. Also, Tan et al. (2018) found 

that deep transfer learning improves the classification 

accuracy of models compared to traditional machine learning 

methods [13]. The research done by Nawaratne et al. (2020) 

presented a transfer learning approach for human activity 

recognition and self-organizing maps (SOMs). The method 

involves first training a CNN on a source dataset, and then 
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fine-tune the network on a target dataset using SOMs to map 

the features from the CNN to the target dataset [14]. A novel 

meta-learning model was proposed by Jang et al. (2019) and 

it determines which layers and features of a teacher network 

to match and learn depending on the importance of the 

classification task's features. The model underwent 

comprehensive testing on several datasets, including STL-10, 

CIFAR-100, Stanford 40, Stanford Dogs, MIT 67 and CUB 

200, and was proven effective [15]. Finally, K. K. Verma et. 

al (2021) proposed a deep transfer learning method, with a 

multiclass SVM for extracting features for activity recognition 

from videos. A fine-tuned VGG-19 architecture was applied 

for visual feature extraction, and a multi-class Support Vector 

Machine was used for classification. It achieved 97.13% 

accuracy on the UCF Sports Action dataset, outperforming 

handcrafted feature engineering methods [16]. 

D. Ensemble Learning 

Further, there is a growing trend of using Ensemble learning 

in vision based HAR. Ensemble Learning is a well-known 

methodology to enhance the classification performance. The 

ensemble learning reduces the model variance as well. 

Following the stacked ensemble approach, in which multiple 

models are trained and their predictions are combined, has 

also been applied to image based HAR. This technique 

improves the robustness and accuracy of the final model by 

leveraging the strengths of multiple individual models. Gour 

et al. (2022) proposed a stacked ensemble method with CNNs 

for image classification. The method is evaluated on three 

publicly available datasets and outperforms existing methods 

[17]. Also, Dhakate et al. (2020) proposed a method for 

detection of distracted driver to reduce accidents using 

stacking ensemble technique using various CNNs. The 

method achieved an overall accuracy of 97% outperforming 

the standard CNN models [18]. 

E. Hybrid Methods 

In addition to CNNs, some hybrid methods that use 

additional spatial & temporal information have been proposed 

for HAR. For example, Liu et al. (2018) propose a multi-task 

learning approach that combines CNNs with temporal 

modeling for HAR in videos [19]. Moreover, in a research by 

Sharma et al. (2012), a method based on discriminative 

features and intra-class variations in subject poses is presented 

which uses Spatial Saliency maps to weigh visual features 

[20]. Also, Zhao et al. (2017) introduced a Generalized 

Symmetric Pair model that integrates a max-margin classifier 

and exhibited better outcomes compared to several standard 

techniques on datasets for still image based HAR [21]. J. 

Zhang (2016) improved feature recognition using tensor 

descriptors and tucker decomposition, outperforming 

previous works on 3 publicly available datasets [22]. L. Zhang 

et al (2016) improved upon Vector of Locally Aggregated 

Descriptor (VLAD) by addressing empty cavity and 

assignment ambiguity using middle-level assignments. The 

proposed method was proven effective on Stanford40 and 

PPMI dataset outperforming related studies [23]. Moreover, 

in a study by F.S. Khan et al. (2014), a  semantic pyramid 

method was introduced to normalize the subject’s positions, 

utilizing pre-trained detectors to extract semantic information 

of full-body, upper-body, and face regions for classification 

[24]. Additionally, in [25], Safaei et al. (2019) proposed a 

novel CNN which uses spatial and temporal features of an 

image for single image activity recognition (STCNN). In the 

experiments, the STCNN demonstrated significant 

improvement over other existing methods. 

We have learnt from the literature review that though many 

above mentioned methods in HAR have shown promising 

results, nonetheless these require large amounts of annotated 

data and are computationally intensive [28-34]. Also, in some 

cases the methods are prone to overfitting. Further, there is a 

need to develop flexible approaches to addresses these issues. 

III. Methodology and Experimental Setup 

This Section describes the proposed model used for Human 

Activity Recognition in this study. The overall research 

methodology is given in the Figure 1. 

1) The Datasets 

The following Datasets are used for evaluating the proposed 

stack ensemble model: 

Stanford 40: The Stanford 40 Action dataset comprises 9532 

images featuring 40 distinct human action classes, with 

varying sizes in Joint Photographic Experts Group (JPEG) 

format. This dataset is typically bifurcated into two subsets: 

the Body Motion dataset and the Non-body Motion dataset. 

The Body Motion dataset contains images of 11 activities, 

including Climbing, Cleaning floor, Waving Hands, Jumping, 

Riding Horse, Throwing Frisbee, and Riding Bike. The 

remaining 29 activities are classified under the Non-body 

Motion dataset. The Stanford 40 dataset is a widely 

recognized benchmark for Human Activity Recognition [26]. 

People Playing Musical Instruments (PPMI): This dataset is 

comprised of two distinct sets of data: Play Instrument and 

With Instrument. These datasets contain images that depict 

individuals interacting with twelve different musical 

instruments. Within the Play Instrument dataset, the images 

showcase individuals playing the musical instruments, while 

the With Instrument dataset includes images of individuals 

holding the musical instruments [27]. The sample images 

from Stanford 40 and PPMI are shown in Figure 1. 
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Stanford 40 Dataset sample PPMI Dataset sample 

Figure 1. Stanford 40 and PPMI Dataset 

 

 

 

Figure 2. Process flow of the proposed work. 

 

2) Data Augmentation 

Data augmentation can help to improve the performance of 

the any predictive model by providing additional diversity in 

the input images. By generating diverse training data, data 

augmentation creates base learners that make different types 

of errors, which can be beneficial particularly for the ensemble 

models as it can help to reduce the overall variance and bias 

of the predictions. The data augmentation techniques used, 

and their parameter settings are given in table 1. 

3) The Stacked Ensemble Model 

This paper uses stacked average ensemble model that 

combines the predictions of multiple individual models to 

improve the overall predictive performance. Since this method 

helps to reduce the overall variance and bias of the predictive 

model, it is particularly useful when the individual models in 

the ensemble have different types of errors. We have utilized 

three transfer learning models - VGG19, DenseNet169, and 

ResNet50V2 - as base learners for our stacked average 

ensemble model. These models are chosen due to their 

optimization capability for images of size (224, 224, 3). The 

predictions from these base learners are then combined and 

averaged to create the meta learner. The meta learner used in 

the experiments is shown Figure 3. 

 

Table 1. Data augmentation with parameters 

 

Augmentation Technique Parameters 

  

  

Data Preprocessing  

1. Loading Dataset 
2. Image Resizing for 

uniformity. (224, 
224, 3) 

  

Data Augmentation 

Applying various Data 
Augmentation techniques like 
Normalization, Shear, Zoom, 
Rotation, Width Shift and 
Horizontal Flip 

  

 

Transfer Learning Models 

Loading pre-trained transfer 
Learning Models which includes 
ResNet50V2, DenseNet169 and 
VGG19 and setting the bottom 
layers for each dataset. 

 

 

Ensemble Stacking 

Stacking the transfer learning 
models to create an Ensemble 
Architecture.  

Evaluation 

Training and testing of the 
model on PPMI and Stanford 
40 Datasets. 

Compute confusion matrix, 
recall value, precision, and f1-
score. 

Comparison with the related 
works. 
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Figure 3. Stacked Ensemble Model 

The experiments are carried out on Google Collab Pro 

platform. In all the experiment, a train-test split of 70%-30% 

is used, i.e., 70% of the data is used for training and 30% of 

the data is used for testing purposes. The performance of the 

stacked ensemble is reported in terms of accuracy, sensitivity, 

specificity F-score etc. 

IV. Experiments and Results 

1) Experiments Conducted 

A total of 6 experiments are conducted to measure the 

performance of the proposed approach out of which three 

experiments are conducted on Stanford 40 Actions dataset on 

Body Action Dataset, Non Body Action Dataset and the whole 

dataset including all the 40 classes. The remaining three 

experiments pertain to PPMI. The Stacked Ensemble method 

includes keras implementation of the three transfer learning 

models pre-trained on ‘imagenet’ dataset, i.e., VGG19, 

DenseNet169 and ResNet50V2. These models were selected 

due to homogeneity in their input layers, i.e., they all accept 

images of the height and width of 224 pixels with 3 channels 

which denote RGB. The hyperparameters used in the 

experiments are given in Table 2. 

Table 2. Hyperparameters used in experiments 

Hyperparameters Value 

Optimization Algorithm SGD 

Learning Rate 0.001 

Momentum 

Batch Size 

Number of Epochs 

0.9 

32 

50 

 

2) Experimental Results 

Number This section focuses on the results obtained for 

each Dataset. The performance of our approach is evaluated 

in terms of precision, accuracy, F-score. The results are shown 

in Table 3. Two sample accuracy and loss plots are shown in 

Figure 4.1 and Figure 4.2. 

 

Table 3.  Performance of proposed method 

Datasets Accuracy Recall F1-Score Precision 

Stanford 40 Body 

Motion 

93% 93% 93% 93% 

Stanford 40 

Non-body 

Motion 

70% 69% 72% 84% 

Stanford 40 All 

Classes 

75% 74% 75% 79% 

PPMI Play 

Instrument 

93% 93% 93% 94% 

PPMI With 

Instrument 

83% 83% 83% 85% 

PPMI 24 Classes 81% 81% 81% 83% 
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Figure 4.1 Accuracy and Loss plot for PPMI play instrument 

Dataset 

 
Figure 4.2 Accuracy and loss plot for Stanford 40 Non Body 

Motion Dataset 

 

The proposed model performed well on the PPMI play 

instrument dataset, with accuracy, F1 score, recall, and 

precision of 0.93, 0.93, 0.93, and 0.94, respectively. We found 

that the class-specific precision is relatively higher for French 

horn, guitar, harp, violin, and bassoon, and relatively lower for 

saxophone, flute, recorder, clarinet, and trumpet. When tested 

on PPMI with Instrument dataset, the model achieves an 

accuracy of 0.83, recall of 0.83, F1 score of 0.83, and precision 

of 0.85. The relatively higher-performing classes in terms of 

precision are harp, trumpet, erhu, saxophone, and violin, while 

the relatively lower precision classes are flute, bassoon, guitar, 

cello, and French horn. On Stanford 40 Body Motion Dataset, 

the proposed method achieves 0.93 accuracy, 0.93 recall, 0.93 

F1 score and 0.94 precision. The relatively higher performing 

classes in terms of precision are climbing, riding a bike, riding 

a horse and shooting an arrow, while the classes with 

relatively precision are jumping, throwing Frisby, running, 

walking the dog, waving hands and rowing a boat. The model 

obtains an accuracy of 0.70, recall of 0.69, F1 score of 0.72, 

and precision of 0.84 on the Stanford 40 Non Body Motion 

Dataset. The relatively higher performing classes in terms of 

precision are blowing bubbles, brushing teeth, playing guitar, 

watching TV, and fixing a car, while the classes with 

relatively lower precision are fixing a bike, writing on a book, 

smoking, reading, and phoning. 

3) Performance Comparison with some state-of-the-art 

methods 

The proposed Stacked Ensemble Averaging Method with data 

augmentation is compared with some similar works on the 

same datasets in Tables 4 and 5. 

In this subsection, the results obtained from the proposed 

Stacked Averaging Ensemble Method is compared with some 

recent and benchmark methods on PPMI and Stanford 40 

Datasets in  terms of Mean Average Precision (mAP) scores. 

From the comparison presented in Table 4, Table 5, it is 

evident that the method outperforms the other methods on 

PPMI Dataset with Mean Average Precision (mAP) scores for 

PPMI play instrument, PPMI With Instrument and PPMI 24 

classes Dataset scores at 0.94, 0.85 and 0.83 respectively. A 

visual comparison is given in Figures 5 to 10. In case of 

Stanford 40 Dataset, both in the case of Stanford 40 Classes 

Dataset and Stanford Body Motion Dataset, our method does 

not achieve the highest score. However, when considering 

Stanford 40 Non-Body Motion dataset, our method 

outperforms the other methods as seen in the Table 5. TSSTN 

method proves to be the best for Stanford 40 (All Classes) and 

Stanford 40 (Body Motion Dataset) with 0.86 and 0.97 as 

mAP scores respectively while our method exceeds all other 

methods on Non-body Motion Dataset with mAP score at 0.84. 

Overall, the proposed method is competitive with existing 

methods for image based HAR.  

 

 

 

 

Table 4.  Comparison of the proposed method on PPMI Dataset 

Dataset Reference Method Play 

Instrument 

With 

Instrument 

24 Classes 

PPMI [20] Discriminative Spatial saliency - - 0.49 

 [21] Generalized Symmetric pair 

model 

- - 0.52 

 [7] Color Fusion Deep Learning 

Model 

0.70 0.61 0.66 

 [23] Optimal VLAD - - 0.48 

 [22] TuRR - - 0.72 

 [2] Transfer Learning based HAR 0.85 0.74 0.74 

 The 

Proposed 

Method 

Stacked Ensemble Averaging 

Classifier 
0.94 0.85 0.83 
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Table 5.  Comparison of the proposed method on Stanford 40 Dataset 

 

Dataset Reference Method Body 

Motion 

Non-Body 

Motion 

All Classes 

Stanford 40 [24] Semantic Pyramids 0.57 0.52 0.53 
 [15] Meta-Learning _ 

 
_ 
 

0.63 
 

 [23] Optimal VLAD - -  
0.37 

 [8] STCNN 0.94 0.73 0.81 

 [25] TSSTN 0.97 0.80 0.86 

 [2] Transfer Learning based 

HAR 

0.96 0.82 0.77 

 The 

Proposed 

Method 

Stacked Ensemble  

Averaging Classifier 

0.93 0.84 0.79 

 

 

Figure 5. Comparison on PPMI Play Instrument 

Dataset  
Figure 6 – Comparison on PPMI 24 Classes Dataset 

 
Figure 7. Comparison on PPMI With Instrument 

dataset 

 
Figure 8. Comparison on Stanford 40 Non Body Motion 

 dataset 

 
Figure 9. Comparison on Stanford 40 Body Motion 

Dataset 

 
Figure 10. Comparison on Stanford 40 All Classes Dataset 
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V. Conclusion and Future Scope 

In this study, we have worked on Human Activity 

Recognition based on still images. Image based Human 

Action Recognition (HAR) is important as it allows for the 

analysis of actions captured in a single frame, rather than 

relying on a sequence of frames. This can be useful in various 

applications such as surveillance, sports analysis, and 

behavior understanding. Additionally, it is less 

computationally intensive and can be applied to real-time 

systems. Here, we have proposed a Stacked Ensemble 

Transfer Learning approach that is validated on two of the 

benchmark datasets in the area, i.e., PPMI action dataset and 

Stanford 40 Actions dataset. We have also used some of the 

most popular data augmentation techniques to enhance the 

diversity in the image data. The proposed approach has 

achieved the highest performance on PPMI actions dataset in 

all three configurations of dataset, i.e., PPMI play Instrument, 

PPMI with Instrument and PPMI 24 classes. The suggested 

method has obtained highest precision score in Stanford 40 

Non-Body Motion dataset while it takes the third highest rank 

on Stanford 40 all classes dataset respectively. 

The proposed Ensemble Transfer Learning approach for 

image-based Human Activity Recognition (HAR) can be 

further improved. One potential avenue for future research is 

to incorporate the other state-of-the-art methods, such as 

attention mechanisms or adversarial training to enhance the 

performance of the model. Another area of potential 

exploration is to apply this approach to other image-based 

recognition tasks, such as object recognition or facial 

expression recognition. Further, this approach can be adapted 

to other similar recognition tasks that have challenges of class-

imbalance and limited intra-class variability. Lastly, this 

approach can be extended to real-world applications, such as 

surveillance systems, robotic assistants, or human-computer 

interaction, where image-based activity recognition is critical. 

Overall, the proposed Ensemble Transfer Learning approach 

has a lot of potential and can be further enhanced and extended 

to a wide range of practical applications. 
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