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Abstract
Many real-life datasets are imbalanced in nature, which implies that the number of samples present in one class (minority
class) is exceptionally less compared to the number of samples found in the other class (majority class). Hence, if we directly
fit these datasets to a standard classifier for training, then it often overlooks the minority class samples while estimating class
separating hyperplane(s) and as a result of that it missclassifies the minority class samples. To solve this problem, over the
years, many researchers have followed different approaches. However the selection of the true representative samples from
the majority class is still considered as an open research problem. A better solution for this problem would be helpful in many
applications like fraud detection, disease prediction and text classification. Also, the recent studies show that it needs not only
analyzing disproportion between classes, but also other difficulties rooted in the nature of different data and thereby it needs
more flexible, self-adaptable, computationally efficient and real-time method for selection of majority class samples without
loosing much of important data from it. Keeping this fact in mind, we have proposed a hybrid model constituting Particle
Swarm Optimization (PSO), a popular swarm intelligence-based meta-heuristic algorithm, and Ring Theory (RT)-based
Evolutionary Algorithm (RTEA), a recently proposed physics-based meta-heuristic algorithm. We have named the algorithm
as RT-based PSO or in short RTPSO. RTPSO can select the most representative samples from the majority class as it takes
advantage of the efficient exploration and the exploitation phases of its parent algorithms for strengthening the search process.
We have used AdaBoost classifier to observe the final classification results of our model. The effectiveness of our proposed
method has been evaluated on 15 standard real-life datasets having low to extreme imbalance ratio. The performance of the
RTPSO has been compared with PSO, RTEA and other standard undersampling methods. The obtained results demonstrate
the superiority of RTPSO over state-of-the-art class imbalance problem-solvers considered here for comparison. The source
code of this work is available in https://github.com/Sayansurya/RTPSO_Class_imbalance.
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Introduction

In classical machine learning, the direct application of stan-
dard classifiers is logical only when the number of samples
found in each class of the considered classification problem is
balancedwhich is an ideal case. But in some real-life datasets
like disease prediction datasets the number of samples in each
class is often unequal i.e., the problem of class imbalance is
present therein. Standard classifiers are not enough to predict
the results precisely on these datasets. Imbalance classmeans
there is a disproportionate ratio of observations in each class.
Training the classifiers directly on such datasets may affect
the model performance [69]. In many cases, the imbalanced
ratio is so extreme that the standard classifiers in use are often
become biased towards the majority class (sometimes called
as “negative” class) and overlook the minority class (some-
times called as “positive” class) examples during training
for estimating class separating hyperplane(s) and as a result,
these classifiers tend to predict samples of majority class as
minority class.

This class imbalance problem is very common in many
applications like medical diagnosis or monitoring, detection
of oil spills in satellite radar images, fraud detection [33],
text classification [41], information retrieval andfiltering [16,
36], twitter spam detection [42], detection of adverse drug
reaction [53], 5G future network [2] and many more. In this
scenario, standard classifiers become almost biased towards
the majority class (class having more samples) instances and
try to predict them correctly, whereas treating the samples
from minority class as noise or sometimes ignore them [27].
As a result, theminority class samples are oftenmisclassified
as the members of the majority class. To be specific, here the
challenge is how precisely these minority class samples can
be predicted, also to preserve the accuracy in the prediction
of the majority class samples.

Throughout the years, many researchers have used dif-
ferent approaches to deal with the class imbalance problem.
Two categories of techniques are mainly followed to cope
up with the class imbalanced datasets that are cost sensitive
techniques and sampling techniques [65]. A cost sensitive
technique is a sub-field of machine learning and it is used
to minimize the cost of training by taking the costs of
prediction errors and potentially other costs into account.
These techniques can be divided into three groups: data
resampling, algorithm modification, and ensemble method.
A cost-sensitive technique does not improve the data distri-
bution [13]. Rather the goal of the cost sensitive learning is to
minimize the cost of a model on a training dataset. The other
category of techniques i.e., sampling techniques encompass
two different methods: oversampling and undersampling. In
oversampling, the minority class instances are increased by
adding more synthesized training data to balance the ratio
of the two classes. It can be random oversampling or syn-

thetic minority oversampling technique (SMOTE) [14]. But
SMOTE is not beneficial for high-dimensional data [9]. In
undersampling techniques, the majority class instances are
merged or removed to make a good balance between the
number of samples of the two classes. Some of the under-
sampling techniques are random undersampling (RU) [47],
edited nearest neighbors (ENN) rule [70], nearmiss under-
sampling (NMU) [7], Condensed nearest neighbors (CNN)
[55] etc. However, the limitation of using only one of these
undersampling methods is that it may not be able to select
the most important data samples from the majority class and
thereby it might remove some of the crucial and important
data from the majority class samples.

Moreover, the above techniques are largely data-dependent
andmay fail if the same algorithm is applied to other datasets.
Hence, amore flexible and self-adaptable algorithm that con-
siders the essence of the majority class data in the underlying
classification problem prior to removal is required [65]. To
fulfill the requirement, in the recent past, some researchers
have applied different optimization algorithms because opti-
mization algorithms aremore self-adaptable and can upgrade
their fitness value in each iteration. The mostly used opti-
mization algorithms for this problem are Genetic Algorithm
(GA) [37], Particle Swarm Optimization (PSO) [39], Ant
Colony Optimization [22] [66] etc.

Considering the success of these methods over the tra-
ditional ones, we have proposed a hybrid method, termed
RTPSO, where two meta-heuristic algorithms Ring Theory
(RT)-based Evolutionary Algorithm (RTEA) [34] and PSO
are used. RTEA has been used for feature selection (FS) by
Ahmed et al. [1] with Harmony Search (HS) algorithm [30]
and produced promising results, which has inspired us to
apply it with PSO for solving the problem in hand. From the
best of our knowledge, the proposed method is completely
original and it has been used for the first time to solve said
problem.We have usedAreaUnder Curve (AUC) of the ROC
(ROC-AUC) score, precision-recall (PR) of AUC (PR-AUC)
and F1 score of the AdaBoost classifier [35] for evaluation
of our proposed model because typical recognition accuracy
score does not reflect the misclassification rate of the minor-
ity class samples. The proposed RTPSO algorithm has been
experimented on 15 standard and publicly available class
imbalance datasets. We have also compared our method with
some classic as well as recently proposed methods related to
the class imbalance problem.

The entire process of our work is organized as follows:
we have discussed some past works in this domain in section
“Literature survey” and we have discussed some preliminary
techniques used for this research work in section “Prelimi-
naries”. In section “Proposed method” the proposed method
has been described in detail. We have discussed the datasets
and analysed the experimental results elaborately in section
“Experimental results and discussion”. In section “Exper-
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imental results and discussion” we have also compared
performance of our method with other state-of-the-art meth-
ods and in section “conclusion”we have concluded ourwork.

Literature survey

Over the years many researchers have developed different
methods to deal with this class imbalance problem. In this
section,wehave discussed somepopular algorithms that have
been used to solve the class imbalance problem.

Chawla et al. [14] introduced the combination of under-
sampling on majority class samples and oversampling on
minority class samples. They oversampled the minority
class samples by creating “synthetic” examples. The authors
claimed to get a better classification performance on receiver
operating characteristic (ROC) curve than normal undersam-
pling technique on Pima Indian diabetes, Phoneme datasets
etc. Selecting the nearest neighbors with a focus on examples
improved the misclassification rate. But, this approach was
not able to handle datasets with all nominal features. Yang
et al. [65] proposed a method using PSO with multiple clas-
sifiers and evaluation metrics. They experimented on class
imbalanced datasets like breast cancer, diabetes etc. But the
method did not consider highly imbalanced datasets, hence
the performance of the proposedmethod on such datasets can
not be ensured. Liu et al. [43] usedRUonSEERbreast cancer
datasets to balance it. They used the Bagging algorithm to
construct an integration of the decision tree model. However,
the use of only RU in data preprocessing stage might not be
enough because the samples which were removed from the
majority class might hold important data, and as a result, the
model might fail to produce correct results on the unknown
samples.

Anand et al. [3] used the undersampling technique on
highly imbalanced datasets with support vector machine
(SVM) as classifier to improve the sensitivity. The authors
selected the “boundary samples” from the majority classes
i.e., the samples of two classes lying close to each other.
They used their proposed method on four datasets: micro-
pred, xwchen, active-site and cysteine. In another work,
Thomas [57] proposed prototype generation using K-means
clustering algorithm and claimed that it can be used in high
dimensional datasets also. But, if the variances of the clus-
ters are not so different, the proposed method’s performance
is quite similar to normal K-means approach and the border
region development could be more improved. Gao et al. [28]
proposed a method in their paper, where a combination of
SMOTE and PSO with radial basis function (RBF) classifier
used on Pima Indian diabetes, ADI and Haberman survival
datasets. In this work, the authors had considered only a few
datasets to evaluate their proposed method and hence the
method may be dataset dependant. Cao et al. [12] proposed a

wrapper approach along with cost-sensitive neural network
model, where the optimization was based on the PSO. They
claimed that the experimental results on datasets like hepati-
tis, abalone and segment are effective than normal sampling
methods. Samma et al. [52] introduced a model using PSO
and Fuzzy SVM (FSVM), named as PSO-FSVM model for
tackling the class imbalance problem. The experiment was
performed only on MIAS mammogram dataset which indi-
cates that the algorithm might be dataset dependant.

Prusa et al. [47] used RU method and claimed to have a
significant improvement in classification performance. Zhu
et al. [70] implemented ENN undersampling method and
adaptive synthetic oversampling approach to solve the class
imbalance problem and they also used the two-step FS tech-
nique to optimize the feature set. The techniquementioned by
Bunkhumpornpat and Sinapiromsaran [11], used the density-
based majority undersampling technique (DBMUTE) that
has the ability to adapt directly density reachable graph. They
showed improved results on UCI health monitoring datasets:
Haberman’s survival and diabetes.

Bao et al. [7] proposed a new method called: Boosted
Near-missUnder-samplingonSVMensembles (BNU-SVMs)
and they also used a kernel-distance pre-computation tech-
nique to improve themodel performance in high dimensional
features. Shekarforoush et al. [55] performed a case study
in the resampling techniques like CNN, Cluster Centroids
(CC) and SMOTE. Vu et al. [60] introduced an application of
the deep learning-based approach, calledAuxiliary Classifier
Generative Adversarial Network, to address the class imbal-
ance problem by generating synthesized data samples in
network traffic data classification. But, in general, deep learn-
ingmodels need a huge amount of data to get trained properly
which may not be available for many real-world datasets. To
handle the class imbalance problem, Rayhan et al. [48] intro-
duced a new clustering-based undersampling approach with
boosting (AdaBoost) algorithm i.e., CUSBoost. The authors
claimed that CUSBoost algorithm is capable to handle highly
imbalanced datasets effectively. They evaluated the proposed
method on 13 imbalance datasets.

In the paper, Aydogan et al. [5] reported a new cost-
sensitive classification method (CBR-PSO) using PSO and
rough set theory. The algorithm tested on datasets like a brain
tumour, leukaemia and lung cancer. The proposed method
could be combined with other multi-objective heuristic algo-
rithms or extended with rule pruning approaches to produce
a better result. Zhang and Chen [68] proposed a method
by incorporating random oversampling, K-means and SVM,
dubbed as RK-SVM model. The authors worked on the
imbalancedWDBC, Pima and Iris datasets. But this approach
is computationally expensive and the algorithm is not tested
on highly imbalanced datasets.

In the recent past, many researchers used evolutionary
algorithms to improve prediction accuracy. Yu et al. [67]
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worked with accelerating evolutionary computation, Cheng
et al. [17] introduced variousmodel-based evolutionary algo-
rithms (MBEAs) and He et al. [34] proposed evolutionary
multi-objective optimization and used it on real-world appli-
cations. Gautheron et al. [29] introducedMahalanobis metric
learning (IML) algorithm. The authors have used the datasets
like Pima,Balance, Splice andHeart to evaluate theirmodel’s
performance. The proposed algorithm could be adapted to
learn non-linear metrics. Unal et al. [59] created diversity
in using Multi-Objective PSO (MOPSO) by using ran-
dom immigrants approach. The application of the proposed
solution is tested in four different sets using Generational
Distance, Spacing, Error Ratio, and Run Time performance
measures. Wang et al. worked with Multiple-Strategy Learn-
ing PSO (MSL-PSO) algorithm [61] to solve the problem
efficiently with large scale variables.

Li et al. [40] proposed adaptive cost-sensitive learning, by
developing the model on a sparse cost matrix with a diagonal
form. They also used evolutionary extreme learning machine
with multi-objective function to optimize the solution. They
experimented with their method on real-world datasets like
yeast, hayes-roth, ecoli and page blocks. In another work,
Wang et al. [62] used a sampling approach for an imbalanced
dataset via self-placed learning (ISPL). ISPL is so designed
that it can select high-quality samples from themajority class
to balance between majority and minority classes. They exe-
cuted the proposed method on four publicly available breast
cancer datasets. But the imbalance ratio was low in all the
cases. Therefore, the proposed method did not guarantee to
work the same on highly imbalanced datasets. Ghosh et al.
[31] proposed a meta-heuristic algorithm, namely adaptive
β-hill climbing (AβHC) with BSF optimizer (AβBSF) in
solving FS problem. Ahmed et al. [1] also introduced a new
hybridmeta-heuristic FSmodel based on awell-knownmeta-
heuristic HS algorithm and a recently proposed RT-based
Evolutionary Algorithm (RTEA), which was named as RT-
based HS (RTHS). Both the methods achieved decent results
in the FS domain. Therefore, we have implemented these two
algorithms on class imbalance problem and have compared
them with our proposed method.

From the above discussion, it can be observed that if we
can apply a generalized and self-adaptablemethod in the data
preprocessing stage before classifying data in the imbalanced
datasets, the classification result would be much better. With
this line of thought, we have proposed a hybrid optimization
method, called RTPSO, to balance the imbalanced dataset
more intelligently, and evaluated our model performance by
AdaBoost classifier. Highlights of this work are as follows:

1. Well-known swarm intelligence based optimization algo-
rithm PSO is hybridized with RTEA, a recently proposed
optimization algorithm, to solve the class imbalance
problem for the first time to the best of our knowledge.

2. The proposed method, called RTPSO, has been assessed
in terms of ROC-AUC, PR-AUC or F1 score using
AdaBoost classifier and evaluated on 15 standard and
publicly available datasets where imbalance ratio varies
from moderate to extremely high.

3. The performance of the proposed method has been
compared with some conventional as well as recently
published methods.

Preliminaries

Particle swarm optimization

PSO, proposed by Kennedy and Eberhart [39], is a swarm
intelligence-based meta-heuristic algorithm that can solve
complex optimization problems. It is inspired by the social
behavior of a flock of birds, school of fishes etc. [18]. PSO
algorithm uses a bunch of particles that are called swarm.
Each particle, denoted by a point in a D dimensional space, is
initialized with random velocity, which canmove around and
explore the search space. Here, D represents the dimension
of the search space. In every iteration, each particle keeps
track of their individual best fitness value and the best fitness
value acquired by the whole population. By simultaneous
updating of the best position (position with the best fitness
value), it moves towards the global optimum position [6].

This algorithm also encompasses some tuning parameters
that make a great impact on the performance of this algo-
rithm, often expressed as exploration-exploitation trade-off
[58]. Exploration implies of probing various regions in the
search spacewith the hope of finding a better solution,maybe
the global one. Exploitationmeans searching only on promis-
ing candidates to find the local optimum solution accurately.
The mathematical illustration of the PSO algorithm is as fol-
lows.

Let, Xi is the i th particle in the D dimensional space S
and it is denoted as below.

Xi = (Xi1Xi2Xi3Xi4 . . . XiD ) (1)

Let, there are N particles in S. Now, the whole population
can be presented as:

X = {X1, X2, X3, X4, . . . , XN } (2)

The velocity (vi ) and position (Xi ) of i th particle at time k+1
are estimated using Eqs. 3 and 4 respectively [25].

vk+1
i = wvki + c1r1(Pk

i − Xk
i )+ c2r2(Pk

g − Xk
i ) (3)

Xk+1
i = Xk

i + vk+1
i (4)
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In Eq. 3, w ∈ [0.8, 1.4] is called as inertia factor that
decides the contribution rate of the velocity of the particle
from previous to current time [23]. vki represents the velocity
of the i th particle at time k. c1 ∈ [1.5, 2] and c2 ∈ [2, 2.5] are
the cognitive coefficient and social coefficient respectively.
Pk
i and Pk

g represent the personal and global best solution at
time k respectively. r1 and r2 are two diagonal matrices of
dimension D with uniform random numbers between 0 and
1. In Eq. 4, Xk

i represents the position of the i th particle at
time k.

Inertia weight (i.e.,w) plays an important role while PSO
searches for the global best solution. With the larger value
ofw, the searching ability of PSO is improved while consid-
ering the whole search space. On the contrary, the searching
ability of it is improved with a smaller value ofw while con-
sidering partial space. According to the work mentioned in
[6], this algorithm can quickly converge to the near optimal
solution from a bigger search space when the value of w
decreases linearly from 0.9 to 0.4. Altogether the iteration of
the process is controlled by Eqs. 3 and 4 and continues until
it reaches either the predefined fitness value (i.e., global opti-
mum) or exceeds the maximum number of iterations [46].

Ring theory-based evolutionary algorithm

RTEA, proposed by He et al. [34], is a physics-based meta-
heuristic algorithm. It is inspired by the RT inmathematics. It
is basedon the algebraic theory and ismainly used in the com-
binatorial optimization problem. Two evolution parameters
global exploration operator (R-GEO) and local development
operator (R-LDO) are used for generating a new population
following a greedy strategy.

Ring

Definition: A nonempty set R (i.e., R #= ∅) equipped with
two binary operations, addition (+) and multiplication (.), is
called a ring (mathematically represented as (R, +, .)) if it
follows the ring axioms [26] [50] defined below.

Ring axioms:

– ∀c, d ∈ R, c + d = d + c
– ∀c, d, e ∈ R, (c + d)+ e = c + (d + e)
– ∃0 ∈ R such that ∀c ∈ R, c + 0 = 0 + c = c, here this
0 is called additive identity.

– ∀c ∈ R, ∃d ∈ R such that c + d = d + c = 0, here this
d is called additive inverse of c, can be written as −c.

– ∃1 ∈ R such that ∀c ∈ R, c.1 = 1.c = c, here 1 is called
multiplicative identity

– ∀c, d, e ∈ R, (c.d).e = c.(d.e)
– ∀c, d, e ∈ R, c.(d+e) = c.d+c.e; (d+e).c = d.c+e.c

Let,Wq = {[0], [1], . . . ., [q − 1]} be a collection of remain-
der classes of modulo q, where [ f ]= {u ∈ W |u ∼= f (mod
q)}, where 0 ≤ u ≤ q−1, q > 1, andW is the set of integers.
Here additive and multiplicative, two binary operations can
be defined as following:

[i]⊕ [j] = [(i+ j)mod q], [i]* [j] = [(i j)mod q], ∀i, j ∈
Wq

Now, we can easily show that Wq along with the binary
operations ⊕ and * satisfies all the ring axioms and hence
we can say (Wq , ⊕, *) is a ring.

Direct product of rings

The direct product of rings can be used as a method to con-
struct a new ring with the help of two or more rings. It is
a special type of ring, where every element is an ordered
m-tuple (i.e., m number of rings are used to generate new
ring). If R j ( j ∈ τ = {1, 2, 3, . . . , q} and q ≥ 2) are rings,
then

∏
j∈τ R j = R1 × R2 × · · · × Rq is a ring consists

of two binary operations (* and ⊕) that can be defined by
〈c1, c2, . . . , cq〉*〈d1, d2, . . . , dq〉 = 〈c1d1, c2d2, . . . , cqdq〉
and 〈c1, c2, . . . , cq〉 ⊕ 〈d1, d2, . . . , dq〉 = 〈c1 + d1, c2 +
d2, . . . , cq +dq〉. Here

∏
j∈τ is the direct product of R j , j ∈

τ [1].

Overview of RTEA

There exists a bijectionV : ∏q
j=1As j −→ A[s1, s2, . . . , sq ].

So A[s1, s2, . . . , sq ] = {0, 1, . . . , s1 − 1} × {0, 1, . . . , s2 −
1} × · · · × {0, 1, . . . , sq − 1}. Then RTEA has been pro-
posed after drawing supports from addition, multiplication
and inverse operations on

∏q
j=1.

Let us have four randomly selected q-dimensional integer
vectors: L1, L2, L3 and L4 from A[s1, s2, . . . , sq ], where
L1 = 〈l11, l12, . . . , l1q〉, L2 = 〈l21, l22, . . . , l2q〉, L3 =
〈l31, l32, . . . , l3q〉, L4 = 〈l41, l42, . . . , l4q〉. These four vec-
tors can be used to create a new q- dimensional integer vector
L = 〈l1, l2, . . . , lq〉 ∈ A[s1, s2, . . . , sq ] using Eq. 5

L j =






{L1 j + L4 j × [L2 j + (s j − L3 j )]}(mod s j )

if rndm(k) ≤ 0.5;
{L1 j + [L2 j + (s j − L3 j )]}(mod s j ) else

(5)

In Eq. 5, the procedure that generates a new q-dimensional
integer vector, which has the ability of global learning,
is called R-GEO. But the local exploration ability is also
required with the global exploration to maintain the balance
between local and global search abilities of the algorithm [4].
The new operator used to implement local search is called
R-LDO in Algorithm 1.
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Algorithm 1 Pseudocode of R-LDO
Input X = (x1, x2, . . . , xq ) ∈ Z[s1, s2, . . . , sq ]
local search probability Prbm ∈ (0, 0.5]
Output X = (x1, x2, . . . , xq )
1:
2: for i = 1 . . . q do
3: if rndm1 < Prbm then
4: if rndm2 < 0.5 and xi #= 0 then
5: xi ← si − xi ;
6: else
7: xi ← rndm({0, 1, . . . , si − 1} − {xi });
8: end if
9: end if
10: end for

Proposedmethod

Proposedmodel and solution representation

As the optimization algorithms have been proving their capa-
bilities to solve problems efficiently of different domains for
a long time, researchers are trying to come up with some new
ideas to contribute more to the field of optimization. Because
of such huge interest of the researchers, several new opti-
mization algorithms have been proposed in the past decade.
It may seem like there is no need for any such algorithm any-
more. But, as per No Free Lunch (NFL) theorem [64], there
is no such algorithm that is capable enough to solve every
type of optimization problem efficiently. This conclusion of
NFL theorem keeps the research area as active as earlier, and
also keeps us motivated to come up with a new idea to solve
a specific optimization problem, we have considered here
i.e., class imbalance problem. In the present work, we have
hybridized one of themost popularmeta-heuristic algorithms
PSO with a recently proposed meta-heuristic RTEA. Appli-
cability of these two algorithms have already been shown in
various optimization related problems.

Themain reason for proposing ahybridizationof twoalgo-
rithms that work well in isolation is to fix some issues such
as premature convergence and stagnation at local optima.
Meta-heuristic algorithms suffermainly from these twoprob-
lems.Whereas, hybrid algorithms try to converge the solution
and find the global optima with the help of exploration
and exploitation operators of both the algorithms. Since the
hybrid algorithm can be viewed as a union of the underlying
algorithms so we expect it to perform better. In PSO algo-
rithm, the particles update their position based on the past
best positions and present the global best candidate in the
solution. This strategy is used to explore as well as exploit
the search space properly.RTEAuses theR-GEOoperator for
exploration and R-LDO operator for exploitation. However,
the core searching strategies of PSO and RTEA may not be
efficient. Here, the RTPSO is superior as it takes advantage of
the exploration and the exploitation phases of its parent algo-

rithms for strengthening the search process. Not only does
it come up with strong exploration and exploitation phases,
but also successfully balances these two important phases.
Since RTEA updates the solution using four randomly cho-
sen solutions so it may mislead the search process without
exploiting the neighbour. On the contrary, PSO has extensive
exploitation capabilities but lacks of proper exploration abil-
ity and hence may lead to immature convergence. The union
of these two helps us to overcome the disadvantages of the
individual algorithms.

Normally, there are two ways of hybridizing meta-
heuristic algorithms: high-level approach and low-level
approach [56]. In the high-level approach, we use the output
of one algorithm as the input to the other to form a pipeline
model. In this approach, methods are executed one after
another until the termination condition is reached. The low-
level style addresses the functional configuration of a single
optimization algorithm. In this approach, one meta-heuristic
is embedded into the other in such a way that a function
in a meta-heuristic is replaced by another meta-heuristic.
The proposed RTPSO follows the high-level approach of
hybridization between PSO and RTEA. RTPSO is created
in the anticipation of finding better solutions and a better
convergence rate than PSO and RTEA. The flowchart of the
proposed method is depicted in Fig. 1.

Working procedure

Initially, we divide our datasets into train and test sets. Then,
we further divide the train set into temporary train and val-
idation sets. The test set is utilized at the end to evaluate
the model performance. First, the samples belonging to the
majority class andminority class in the train set are identified
and then from the samples of these majority class, we try to
find out the samples (same in the number of minority class
samples) which can represent the characteristics of whole
majority class samples in the best way possible. In this con-
text, we would like to mention that we have kept minority
class samples intact. To guide this process,we take the help of
the validation set for evaluating performance in each iteration
of RTPSO. In short, in each iteration, we train the classifier
on the selected train set and evaluate the performance of the
learnedmodule on the validation set. This performance score
is used to calculate the fitness value of RTPSO algorithm.

At the initial phase, randomly generated population repre-
sents potential solutions which are updated in every iteration
using the operators of PSO and RTEA. These solutions rep-
resent the combination of some samples that belong to the
majority class of the train set.

To check the quality of a solutionwe take the help of ROC-
AUC, PR-AUC score or F1 score. To calculate the fitness
value in each iteration of RTPSO we follow the following
steps.

123



Complex & Intelligent Systems

Fig. 1 Flowchart of the
proposed RTPSO used for
solving class imbalance problem
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– Initially, selected majority class samples and existing
minority class samples of train set are combined to form
a temporary train dataset.

– Temporary train dataset is used to train AdaBoost clas-
sifier and then evaluated on samples of the validation set
to calculate the ROC-AUC, PR-AUC and F1 score.

After finding the near optimal solution i.e., the best combi-
nation of majority class samples from the train set, we create
the final dataset by combining the selected majority class
samples and the existing minority class samples of the train
set. Next, we train our model based on this dataset and eval-
uate it on the test set which we have created at the beginning.

Fitness function

Fitness function is the guide of any optimization algorithm.
The goal of the fitness function is to find a test datum that fits
a given test criterion [8]. A well-constructed fitness function
can increase the chance of finding a better solution by less
number of iterations. In our case, it governs the update of the
personal best value and global best value in each iteration.
From [10] we can observe that ROC-AUC score exhibits
some preferable properties than the typical accuracy score.
It gives the correct indication of classification result as it is
scale-invariant. ROC-AUC score is also decision threshold
independent. F1 score is the weighted average of precision
and recall. It takes both false positive and false negative into
account for evaluation. For these aforementioned reasons,
we have used both the AUC scores and F1 score as fitness
function alternatively.We have used eachmetric individually
as fitness function.

ROC-AUC score: ROC-AUC is the measurement of the
model’s classification performance. It indicates to which
extent themodel can classify the positive and negative classes
accurately, thus it ranks themcorrectly [49].ROC-AUCcurve
is given by Eq. 6:

ROC − AUC = 1+ T Prate − FPrate
2

(6)

where, T Prate represents the true positive rate and FPrate is
the false positive rate. Equation 7 depicts the fitness function
which uses ROC-AUC score:

f i tness1 = ROC − AUCScore(particle) (7)

F1 score: Harmonic mean of precision and recall. It can
be defined by:

F1 score = 2 × recall × precision
recall + precision

(8)

In Eq. 8 precision = T P
T P+FP and recall = T P

T P+FN
where T P , FP and FN represent true positive, false pos-
itive and false negatives respectively [32,45]. Equation 9
represents the fitness function which uses F1 score as fitness
measurement:

f i tness2 = F1Score(particle) (9)

However, when dealing with highly skewed datasets, PR
curves give a more informative picture of an algorithmś per-
formance. So, we have also calculated the PR-AUC score
to evaluate the performance of the proposed method more
precisely.

PR-AUC score: It is the score that combines precision and
recall in single variable. The PR curve shows the trade-off
between precision and recall for different threshold values
[20,51]. We can compute PR-AUC [38] by parameterizing
the PR curve by Eq. 10.

PR − AUC =
∫ 1

0
p(r)dr (10)

where p and r denote precision and recall respectively. ROC-
AUC looks at true positive and false positive cases while
PR-AUC looks at positive predictive value and true positive
score. Equation 11 depicts the fitness function which uses
PR-AUC score:

f i tness3 = PR − AUCScore(particle) (11)

Transfer function

Since class imbalance is a binary optimization problem [65]
so to convert the continuous optimization to a binary vari-
ant, a transfer function is used. We use ’0’ and ’1’ for
non-selection and selection of a sample to prepare the final
training dataset. To perform this action, the sigmoid function
has been used in the present work. A sigmoid curve is an S-
shaped curve (see Fig. 2) whose output range ∈ [0, 1]. This
transfer function is defined as:

T (x) = 1
1+ e−x

(12)

Now, based on the output of the sigmoid function, we
update the positions of the particle as:

Xi, j =
{
1 if T (Xi j ) > 0.5

0 if T (Xi j ) ≤ 0.5
(13)

where, Xi j is the position of i th particle in j th dimension.
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Fig. 2 Graphical representation of the sigmoid transfer function used
in the present work

Experimental results and discussion

This section presents the results of the proposed method. A
set of experiments are conducted to evaluate the performance
of the proposed method. Firstly, we have shown the effect of
different population sizes on the performance, and then con-
vergence curves are plotted to show the process of converging
towards the near optimal solution. Secondly, results of the
RTPSO are compared with the parent optimization tech-
niques i.e., PSO and RTEA. The results are compared based
on ROC-AUC and PR-AUC as they represent the best deci-
sion boundary between values of true positive (TP) and false
positive (FP) [48]. Finally, we have compared performances
with the state-of-the-art techniques and made statistical test
to justify the worth of our work.

Dataset description

We have considered 15 real-world class imbalance datasets
to evaluate the performance of our proposed method. The
datasets are taken from three different popularly used repos-
itories namely, namely, UCI1, Keel 2 and LIBSVM 3. These
datasets are selected from different domains like disease
detection, predicting the cellular localization sites of pro-
teins, and prediction of the age of abalone. We have included
the datasets with low (e.g., like WDBC and heart datasets)
to moderate (e.g., Hayes-roth and Page-blocks0 datasets)
imbalance ratio as well as with very high imbalance ratio
(e.g., Abalone19 and Yeast5 datasets) to establish the robust-
ness of our model i.e., how well RTPSO behaves on the

1 https://archive.ics.uci.edu/ml/index.php
2 http://sci2s.ugr.es/keel/datasets.php
3 https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/

datasets having low to very high imbalance ratio. Hayes-
roth, New-thyroid, SPECTF and Heart are small datasets
having the number of samples 160, 215, 267 and 270 respec-
tively. There are also some large datasets like Page-blocks0,
Abalone, Abalone19 and Segment0 having the number of
samples 5472, 4177, 4174 and 2308 respectively. Most of
the datasets are used for binary classification problems. For
simplicity, we have divided these datasets into two groups,
one with imbalance ratio ≤ 6 and the other with imbalance
ratio > 6.

Wehave redefined themulti-class problems as binary class
problems since class imbalance problem is mainly designed
for binary classification problem [44]. For this, we have con-
verted a certain combination of classes into minority class
and the rest of the classes into the majority class following
the similar convention as described in the work [29]. Related
information of these two categories of datasets is provided
in Tables 1 and 2.

For experimental need, we have initially divided each of
the datasets into a training set and a test set having 80% and
20% of samples of the corresponding dataset respectively.
The division is made by maintaining the original imbal-
ance ratio in both sets. However, later during optimization
of majority class samples using RTPSO, we have considered
20% of training samples as validation samples i.e., for calcu-
lating the fitness value of an optimization algorithm. Finally,
the optimal sample set generated fromRTPSO is used to train
AdaBoost classifier and the model is evaluated on the test set
samples.

The code is written in Python 3 and the graphs are plotted
using matplotlib.

Parameter tuning

In meta-heuristic, the parameters play an important role in
determining the end result. So, it is very important to find the
proper parameter values. Since with the increase of popula-
tion size and iteration number, the computational time also
increases so we have performed some experiments to test the
effect of population sizes on the performance and the rate
of convergence concerning the number of iterations. Experi-
ments are also performed to find out the proper values of c1,
c2 and Pm .

During the experiment, we have varied one parameter and
kept others constant. The effect of different population sizes
on the performance of the model is plotted in Fig. 3 using
ROC-AUC vs population size graph. To show the conver-
gence of solutions we have plotted graphs for fitness values
vs iteration number that are shown in Fig. 4. We have varied
the value of c1 from 0 to 2 with step size 0.25. The obtained
ROC-AUC scores are exhibited in Fig. 5. c2 is also varied
from 0 to 2 with a step size of 0.25. The findings of the
experiments are shown in Fig. 6. The value of Pm is varied
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Table 1 Description of the
datasets having imbalance ratio
≤ 6 used to evaluate the
proposed method

Sl. No. Dataset Imbalance ratio # samples # classes Classe(s) considered
as minority class

01 Hayes-roth 4.16 160 3 3

02 SPECTF 3.85 267 2 0

03 New-thyroid 2.31 215 3 2,3

04 WDBC 1.68 569 2 M

05 BUPA 1.38 345 2 1

06 heart 1.25 270 2 2

Table 2 Description of the datasets having imbalance ratio > 6 used to evaluate the proposed method. In all the datasets class 1 is taken as a
minority class

Sl. No. Dataset Imbalance ratio # samples #classes Classe(s) considered
as minority class

01 Abalone19 129.44 4174 2 1

02 Yeast5 32.73 1484 2 1

03 Kddcup-guess_passwd_vs_satan 29.98 1642 2 1

04 poker-9_vs_7 29.50 244 2 1

05 Abalone9-18 16.40 731 2 1

06 Led7digit-0-2-4-5-6-7-8-9_vs_1 10.97 443 2 1

07 Page-blocks0 8.79 5472 2 1

08 Abalone 6.35 4177 28 8

09 Segment0 6.02 2308 2 1

from 0 to 0.9 with step a size of 0.1. The ROC-AUC values
obtained are exhibited in Fig. 7.

The graphs in Fig. 3 confirm that RTPSO attains peak
accuracy with a population size around 20 while the graphs
in Fig. 4 depict that RTPSO converges around 50th iteration
in most of the cases. Based on this observation and keeping
the computational time in mind, we have chosen population
size as 20 and iteration number as 50 for further experiments.
From Figs. 5 and 6 we can observe that c1 = 2 and c2 = 2
produce relatively better results. Similarly, from Fig. 7 we
can conclude that Pm = 0.2 produces relatively better results
than other values. So for further experiments, we have set
c1 = 2, c2 = 2 and Pm = 0.2.

Analysis of results

This section reports the results obtained by the proposed
RTPSO algorithm on the datasets mentioned in Tables 1 and
2. We run PSO, RTEA and RTPSO algorithms for 15 times
on the present datasets and recorded the performance scores.
Table 3 reveals the results of the RTPSO algorithm and com-
parison with the original PSO and RTEA algorithms in terms
of ROC-AUC score. From Table 3, we can clearly observe
that theRTPSOachieves the bestROC-AUCscore formost of
the datasets. For example, on SPECTF dataset using RTPSO,
the best result has been obtained i.e., 0.8974 which is better

than the original (0.8351), PSO (0.8731) and RTEA (0.8583)
results. On Hayes-roth and New-thyroid, all the methods
have obtained 1 as ROC-AUC score. The proposed method
is also performing well for Abalone dataset compared to
the rests. On Segment0 dataset, only RTPSO has achieved
1 as ROC-AUC score. We have achieved 0.9917 score using
PSO, 0.9957 by RTEA and 0.9987 by RTPSO while eval-
uating on WDBC dataset. Our proposed RTPSO technique
has acquired 0.9451 as ROC-AUC score in the Heart dataset.
Abalone19 is the most imbalanced dataset with an imbalance
ratio 129.44 and on that also our proposed method obtains
0.9295 as ROC-AUC score, and outperforms the other meth-
ods. The result of Poker-9_vs_7 dataset is 1 by RTPSOwhile
0.8404 by original, 0.9574 by PSO and 0.9308 by RTEA. For
Kddcup-guess_passwd_vs_satan dataset, RTPSO and PSO
have obtained 1 as ROC-AUC score. In case of Page-blocks0,
we have obtained 0.9954 as ROC-AUC score using RTPSO,
0.9850 by original, 0.9895 by PSO and 0.9927 by RTEA.

The proposed method has obtained 1 as ROC-AUC
score for 5 datasets (33.33% of all datasets): Hayes-roth,
New-thyroid, Kddc-up-guess_passwd_vs_satan and Poker-
9_vs_7. However, in case of BUPA, Abalone9-18 and
Led7digit-0-2-4-5-6-7-8-9_vs_1, RTPSO can not outper-
form PSO and RTEA in terms of ROC-AUC score. Out of 15
datasets, RTPSO achieves the highest score for 12 datasets
(80% of all the datasets). Also, for 12 datasets (80%) the
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Fig. 3 Graphs for achieved ROC-AUC scores using different population size for 15 datasets using PSO, RTEA and RTPSO
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Fig. 4 Graphs showing the convergence of the solutions over numbers of iterations for 15 datasets using PSO, RTEA and RTPSO
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Table 3 Comparison of RTPSO
with PSO and RTEA in terms of
ROC-AUC score. Best result
achieved for each dataset is
highlighted in bold font

SL No. Dataset ROC-AUC score using
Original Undersampled data prepared using

PSO RTEA RTPSO

01 Hayes-roth 1.0000 1.0000 1.0000 1.0000

02 SPECTF 0.8351 0.8731 0.8583 0.8974

03 New-thyroid 1.0000 1.0000 1.0000 1.0000

04 WDBC 0.9903 0.9917 0.9957 0.9987

05 BUPA 0.8189 0.8724 0.8474 0.8527

06 Heart 0.9149 0.9308 0.8984 0.9451

07 Abalone19 0.8753 0.9043 0.8675 0.9295

08 Yeast5 0.9877 0.9897 0.9852 0.9957

09 Kddcup-guess_passwd_vs_satan 0.9995 1.0000 0.9996 1.0000

10 Poker-9_vs_7 0.8404 0.9574 0.9308 1.0000

11 Abalone9-18 0.9032 0.9281 0.9383 0.9067

12 Led7digit-0-2-4-5-6-7-8-9_vs_1 0.9895 0.9910 0.9965 0.9952

13 Page-blocks0 0.9850 0.9895 0.9927 0.9954

14 Abalone 0.7679 0.7766 0.7757 0.8087

15 Segment0 0.9947 0.9966 0.9998 1.0000

Table 4 Comparison of RTPSO
with PSO and RTEA in terms of
average and standard deviation
of ROC-AUC score. Best result
achieved for each dataset is
highlighted in bold font

Dataset PSO RTEA RTPSO

Avg. SD Avg. SD Avg. SD

Hayes-roth 0.9912 0.0182 0.9936 0.0245 0.9946 0.0015

SPECTF 0.7966 0.0653 0.7908 0.0799 0.8466 0.0632

New-thyroid 0.9670 0.0487 0.9717 0.0244 0.9670 0.0223

WDBC 0.9910 0.0062 0.9887 0.0052 0.9887 0.0072

BUPA 0.7358 0.0689 0.7585 0.0560 0.8485 0.0234

Heart 0.8576 0.0452 0.8531 0.0686 0.8791 0.0329

abalone19 0.7184 0.1032 0.7196 0.1261 0.8096 0.0281

Yeast5 0.9798 0.0170 0.9667 0.0286 0.9798 0.0096

kddcup-guess_passwd_vs_satan 0.9992 0.0014 0.9935 0.0124 0.9992 0.0209

poker-9_vs_7 0.6929 0.2001 0.6861 0.1928 0.8129 0.0620

Abalone9-18 0.7782 0.0996 0.8074 0.0595 0.7787 0.0985

led7digit-0-2-4-5-6-7-8-9_vs_1 0.9457 0.0425 0.9243 0.0534 0.9243 0.0271

Page-blocks0 0.9830 0.0058 0.9743 0.0107 0.9949 0.0056

Abalone 0.7554 0.0184 0.7462 0.0199 0.8052 0.0058

Segment0 0.9936 0.0004 0.9983 0.0025 0.9997 0.0005

proposed method has acquired greater than 0.9 ROC-AUC
score. We have also shown the comparisons of RTPSO with
PSO and RTEA in terms of average and standard deviation
(SD) of ROC-AUC score in the Table 4. From the table, we
can clearly observe that RTPSO is achieving the best results
most of the time. Similarly, Tables 5 and 6 represent the
comparisons of results in terms of F1 score. From Table 5
RTPSO has acquired 1 as F1 score in Hayes-roth, Kddcup-
guess_passwd_vs_satan andPoker-9_vs_7 datasets.Wehave
also achieved the best F1 score in most of the datasets. In

Table 6 also the proposed technique is executingwell in terms
of average and SD.

From the Table 7 we can observe that, the proposed
method is performing really well in terms of PR-AUC score
as compared toPSOandRTEA.RTPSOhas acquired1 asPR-
AUC score in Hayes-roth, Kddcup-guess_passwd_vs_satan
datasets. RTPSO has achieved the highest PR-AUC score
except for New-thyroid, BUPA, Yeast5 and Page-blocks0
datasets. We have also compared the results of RTPSO with
PSO and RTEA in terms of average and standard deviation
of PR-AUC score in Table 8. Here also the proposed method
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Table 5 Comparison of RTPSO
with PSO and RTEA in terms of
F1 score. Best result achieved
for each dataset is highlighted in
bold font

SL No. Dataset F1 score using

Original Undersampled data prepared using

PSO RTEA RTPSO

01 Hayes-roth 1.0000 1.0000 1.0000 1.0000

02 SPECTF 0.7280 0.8480 0.7777 0.7658

03 New-thyroid 0.9276 1.0000 0.94704 0.9730

04 WDBC 0.9589 0.9804 0.9776 0.9809

05 BUPA 0.7590 0.8230 0.7918 0.8441

06 Heart 0.8541 0.8653 0.9000 0.8999

07 Abalone19 0.5590 0.6781 0.6957 0.8490

08 Yeast5 0.9250 1.0000 0.9427 0.9759

09 Kddcup-guess_passwd_vs_satan 0.8867 0.9934 0.9989 1.0000

10 Poker-9_vs_7 0.6771 0.8280 0.8269 1.0000

11 Abalone9-18 0.6999 0.8224 0.8081 0.8576

12 Led7digit-0-2-4-5-6-7-8-9_vs_1 0.8038 0.9543 0.8374 0.9635

13 Page-blocks0 0.8130 0.9355 0.8852 0.9265

14 Abalone 0.5087 0.6974 0.6883 0.7556

15 Segment0 0.9903 0.9936 0.9912 0.9956

Table 6 Comparison of RTPSO
with PSO and RTEA in terms of
average and standard deviation
of F1 score. Best result achieved
for each dataset is highlighted in
bold font

Dataset PSO RTEA RTPSO

Avg SD Avg SD Avg SD

Hayes-roth 0.9957 0.0022 0.9918 0.01632 0.9985 0.0011

SPECTF 0.6840 0.0841 0.6523 0.0734 0.7566 0.0027

New-thyroid 0.8722 0.0601 0.8947 0.0503 0.9270 0.0348

WDBC 0.9630 0.0117 0.9486 0.0155 0.9617 0.0212

BUPA 0.6722 0.0674 0.7014 0.0489 0.7985 0.0302

Heart 0.7712 0.0582 0.8305 0.0198 0.8291 0.0568

abalone19 0.6595 0.0430 0.6695 0.0397 0.7996 0.0286

Yeast5 0.8302 0.0635 0.7206 0.1090 0.8998 0.0464

kddcup-guess_passwd_vs_satan 0.9899 0.0193 0.9395 0.0856 0.9910 0.0259

poker-9_vs_7 0.6525 0.1609 0.6031 0.1103 0.8558 0.0890

Abalone9-18 0.7512 0.0894 0.7945 0.0190 0.8182 0.0264

led7digit-0-2-4-5-6-7-8-9_vs_1 0.8306 0.0689 0.7228 0.0758 0.8643 0.0757

Page-blocks0 0.9133 0.0149 0.8658 0.0131 0.9012 0.0111

Abalone 0.6887 0.0295 0.6469 0.0253 0.6892 0.0147

Segment0 0.9844 0.0105 0.9778 0.0136 0.9901 0.0050

is achieving the best results in most of the cases. Although,
in general, it is quite difficult for any particular algorithm
to handle the datasets with low to extremely high imbalance
ratio, but the results in Tables 3, 5 and 7 confirm that the cur-
rent RTPSO performs really well for all these said datasets.
Hence we can safely comment that RTPSO is more effective
than the individual algorithms (i.e., PSO and RETA) to solve
the class imbalance problem.

Factorial analysis of variance (ANOVA) test [19] is per-
formed as statistical test to ensure that the obtained results
are statistically significant. The null hypothesis is that the two

sets of results have same group means. A factorial ANOVA
workswithmore thanone independent variable [21,24]. It has
two or more independent variables that split the samples in
four ormore groups. The simplest case of a factorial ANOVA
uses two binary variables as independent variables, thus cre-
ating four groups within the samples. If the obtained p-values
are < 0.05, then we can conclude that there are significant
differences among the treatments at 5% significance level.
Now, from Table 9, we can see that the obtained p-values
produced by factorial ANOVA test considering ROC-AUC,
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Table 7 Comparison of RTPSO
with PSO and RTEA in terms of
PR-AUC score. Best result
achieved for each dataset is
highlighted in bold font

SL No. Dataset PR-AUC score using

Original Undersampled data prepared using

PSO RTEA RTPSO

01 Hayes-roth 1.0000 1.0000 1.0000 1.0000

02 SPECTF 0.7632 0.8270 0.8088 0.8976

03 New-thyroid 0.9538 1.0000 0.9347 0.9731

04 WDBC 0.9811 0.9931 0.9851 0.9974

05 BUPA 0.8146 0.8709 0.8957 0.8944

06 Heart 0.8772 0.8946 0.9234 0.9761

07 Abalone19 0.5800 0.7835 0.7595 0.9035

08 Yeast5 0.9300 1.0000 0.8900 0.9750

09 Kddcup-guess_passwd_vs_satan 0.8600 0.9989 0.9978 1.0000

10 Poker-9_vs_7 0.6600 0.8602 0.8200 1.0000

11 Abalone9-18 0.7100 0.8518 0.8642 0.9054

12 Led7digit-0-2-4-5-6-7-8-9_vs_1 0.9200 0.9375 0.8506 0.9575

13 Page-blocks0 0.7800 0.9530 0.8729 0.9046

14 Abalone 0.7696 0.8527 0.8415 0.9554

15 Segment0 0.9900 0.9935 0.9852 0.9935

Table 8 Comparison of RTPSO
with PSO and RTEA in terms of
average and standard deviation
of PR-AUC score. Best result
achieved for each dataset is
highlighted in bold font

Dataset PSO RTEA RTPSO

Avg SD Avg SD Avg SD

Hayes-roth 0.9978 0.0032 0.9942 0.0076 0.9993 0.0014

SPECTF 0.7902 0.0120 0.7576 0.0481 0.8563 0.0010

New-thyroid 0.8652 0.0539 0.8773 0.0550 0.9259 0.0109

WDBC 0.9879 0.0010 0.9750 0.0071 0.9846 0.0098

BUPA 0.8258 0.0446 0.8740 0.0037 0.8485 0.0130

Heart 0.8172 0.0433 0.8326 0.0444 0.8991 0.0085

abalone19 0.7592 0.0230 0.7339 0.0297 0.8682 0.0086

Yeast5 0.9502 0.0017 0.8444 0.0147 0.9249 0.0058

kddcup-guess_passwd_vs_satan 0.9821 0.0339 0.9108 0.1068 0.9891 0.0026

poker-9_vs_7 0.7936 0.0121 0.7591 0.0317 0.9545 0.0085

Abalone9-18 0.8038 0.0310 0.7594 0.0176 0.8582 0.0098

led7digit-0-2-4-5-6-7-8-9_vs_1 0.8579 0.0519 0.7871 0.0076 0.9095 0.0237

Page-blocks0 0.8631 0.0025 0.8483 0.0159 0.8512 0.0129

Abalone 0.8052 0.0142 0.8299 0.0119 0.9046 0.0011

Segment0 0.9769 0.0169 0.9641 0.0211 0.9905 0.0028

F1 and PR-AUC score separately confirms that the analysis
is significant and hence we reject the null hypothesis.

Comparison with state-of-the-art methods

To validate the effectiveness of our proposed method, in this
section we have compared our results with different methods
applied on these same datasets according to ROC-AUC score
and F1 score (as discussed in the section “Fitness function”)
which are taken from literature.

For the datasets with imbalance ratio ≤ 6, using F1 score
we have compared the results with the other standard meth-
ods which are frequently used in class imbalance problem in
Table 10. Themethods includeRU [47], ENN [70],NMU [7],
CNN [55], prototype generation using K-means clustering
(PK) [57], SMOTE [14], ImbalancedMetric Learning (IML)
[29], which follows Mahalanobis metric learning algorithm
[63], RTHS [1] and AβBSF [31]. Some of these methods
are very popular and useful to deal with the class imbalance
problem. RTHS and AβBSF are recently used evolutionary
algorithms. From the Table 10, it is clear that for all the
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Table 9 p-values produced by the ANOVA test considering ROC-AUC, F1 score and PR-AUC score using RTPSO, PSO and RTEA

Dataset PSO RTEA

ROC-AUC F1 PR-AUC ROC-AUC F1 PR-AUC

Hayes-roth 0.0137 0.0002 0.0002 0.0316 0.0004 0.0003

SPECTF 0.0217 0.0001 0.0001 0.1557 0.4523 0.0001

New-thyroid 0.0008 0.0001 0.0001 0.3657 0.0013 0.0002

WDBC 0.0002 0.0001 0.0001 0.3597 0.5216 0.0001

BUPA 0.0001 0.0001 0.0001 0.0229 0.0001 0.0001

heart 0.0001 0.0001 0.0001 0.0001 0.0002 0.0001

Abalone19 0.0001 0.0001 0.0001 0.0727 0.0006 0.0001

Yeast5 0.0455 0.0001 0.0001 0.7630 0.9743 0.0001

Kddcup-guess_passwd_vs_satan 0.0290 0.0001 0.0001 0.1667 0.0001 0.0004

poker-9_vs_7 0.0174 0.0003 0.0001 0.5992 0.1768 0.0082

Abalone9-18 0.0014 0.0001 0.0001 0.5109 0.0001 0.0002

Led7digit-0-2-4-5-6-7-8-9_vs-1 0.0110 0.0002 0.0001 0.2626 0.0001 0.0001

Page-blocks0 0.2840 0.0001 0.0002 0.2752 0.0001 0.0013

Abalone 0.0031 0.0001 0.0002 0.9255 0.2942 0.0470

Segment0 0.0005 0.0001 0.0001 0.0001 0.0001 0.0001

Table 10 Comparison of RTPSO with the state-of-the-art class imbalance problem-solving methods on the datasets having imbalance ratio ≤ 6.
The comparison is made based on F1 score. Best result achieved for each dataset is highlighted in bold font

Sl. No. Dataset RU [47] ENN [70] NMU [7] CNN [55] IML [29] PK [57] SMOTE [14] RTHS[1] AβBSF[31] RTPSO

01 Abalone 0.51 0.46 0.27 0.46 0.23± 0.01 0.53 0.46 0.59 0.60 0.75

02 Hayes-roth 0.70 0.78 0.50 0.64 0.54± 0.09 0.70 0.68 0.91 0.93 1.00

03 SPECTF 0.49 0.46 0.44 0.44 0.42± 0.08 0.42 0.54 0.55 0.57 0.76

04 New-thyroid 0.90 0.73 0.33 0.24 0.91± 0.02 0.79 0.73 0.92 0.95 0.97

05 WDBC 0.91 0.92 0.87 0.83 0.95± 0.01 0.92 0.94 0.95 0.97 0.98

06 BUPA 0.44 0.30 0.41 0.30 0.52± 0.05 0.49 0.70 0.57 0.63 0.84

07 Heart 0.81 0.74 0.83 0.65 0.77± 0.03 0.84 0.83 0.82 0.80 0.89

Table 11 Comparison of RTPSO with state-of-the-art class imbalance problem-solving methods on the datasets having imbalance ratio > 6. The
comparison is made based on ROC-AUC score. Best result achieved for each dataset is highlighted in bold font

Sl. No. Dataset RU [47] ENN [70] NMU [7] PK [57] SB [48] CB [48] RB [48] RTHS[1] AβBSF [31] RTPSO

01 Abalone19 0.74 0.33 0.75 0.87 0.59 0.62 0.65 0.64 0.73 0.93

02 Yeast5 0.98 0.98 0.88 0.99 0.93 0.91 0.95 0.98 0.99 0.99

03 Kddcup-guess_passwd_vs_satan 1.00 1.00 1.00 1.00 0.8602 0.88 0.91 0.99 1.00 1.00

04 Poker-9_vs_7 0.67 0.36 0.40 0.65 0.69 0.96 0.73 0.98 0.99 1.00

05 Abalone9-18 0.79 0.20 0.79 0.86 0.70 0.74 0.80 0.70 0.84 0.90

06 Led7digit-0-2-4-5-6-7-8-9_vs_1 0.97 0.97 0.53 0.96 0.94 0.95 0.88 0.97 0.98 0.99

07 Page-blocks0 0.92 0.94 0.77 0.94 0.85 0.90 0.93 0.94 0.97 0.99

08 Segment0 0.99 0.99 0.89 0.99 0.96 0.95 0.98 0.98 1.00 1.00
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Table 12 p-values produced by the ANOVA test for the F1 scores achieved by the RTPSO algorithm, PSO algorithm and RTEA as compared with
9 other state-of-the art methods considered here

RU ENN NMU CNN IML PK SMOTE RTHS AβBSF

RTPSO 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0452 0.0364

PSO 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0345 0.0.082

RTEA 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0149 0.0870

Table 13 p-values produced by the ANOVA test for the ROC-AUC scores achieved by the RTPSO algorithm, PSO algorithm and RTEA with 9
other state-of-the art methods considered here

RU ENN NMU PK SB CB RB RTHS AβBSF

RTPSO 0.0149 0.0149 0.0149 0.0149 0.0224 0.0224 0.0420 0.0234 0.0341

PSO 0.0341 0.0341 0.0341 0.0535 0.0149 0.0279 0.0149 0.1090 0.1240

RTEA 0.0279 0.0279 0.0279 0.2450 0.0250 0.0279 0.0149 0.0149 0.0149

datasets, our proposedmethod has achieved the best F1 score
than state-of-the-art methods with which present method is
compared. It has also obtained 1 as F1 score in Hayes-roth
dataset.

For the datasets which have the imbalance ratio > 6, we
have added some more standard methods compared to the
previous case.We have compared the results in terms ofAUC
score with RU [47], ENN [70], NMU [7], PK [57], SMOTE-
Boost (SB) [15], CUSBoost (CB) [48], RUSBoost (RB) [54],
RTHS [1] and AβBSF [31] methods. From the Table 11, it
is obvious that our proposed method has acquired the high-
est ROC-AUC score in all of the datasets. we have obtained
above 0.9 as ROC-AUC score for all the datasets. We have
also achieved 1 as ROC-AUC score for 3 datasets: Kddcup-
guess_passwd_vs_satan, Poker-9_vs_7 and Segment0 .

A statistical test is performed to ensure that our obtained
results are statistically significant. The goal is to determine
whether there is enough evidence to “reject” a conjecture or
hypothesis about the process. The conjecture is called the
null hypothesis. For our case, the null hypothesis states that
the two sets of results have the same distribution. So, to
determine the statistical significance of RTPSO algorithm,
ANOVA test has been performed. From the test results pro-
vided in Table 12 (in terms of F1 score) and Table 13 (in
terms of ROC-AUC score), we can conclude that the results
of the proposedRTPSOalgorithm are found to be statistically
significant.

Conclusion

In this work, we have proposed a hybrid meta-heuristic
method, called RTPSO, to deal with class imbalance prob-
lem. RTPSO is based on a popular swarm-intelligence based
meta-heuristic algorithm PSO and a recently proposed meta-
heuristic algorithm RTEA. This hybrid method is proposed
to overcome the demerits of PSO andRTEA. From the best of

our knowledge, the proposed approach is totally original and
it has been used for the first time to solve the class imbalance
problem. As RTPSO is self-adaptable to different datasets,
so it can be integrated with different classifiers and evalua-
tion parameters easily for any class imbalance datasets. The
proposed method has experimented on 15 standard real-life
datasets having low to extreme class imbalanced ratio. It has
been compared with its parent algorithms PSO and RTEA
alongwith some standard samplingmethods usingAdaBoost
classifier. From the Tables 3, 5, 7, 10 and 11 we can clearly
observe that RTPSO achieves better results in most of the
cases than the other methods. We have acquired the highest
score in 12 datasets (80.00%) out of 15 datasets in Table 3.
RTPSO has also obtained 1 as ROC-AUC score for 5 datasets
(33.33%). These results verify the advantages and the excel-
lent performance of the proposed approach, which helps us to
conclude that it can be used for any class imbalance datasets.
As a future scope of the work, we can add more powerful
and advanced classifiers to our proposed algorithm to reach
better solutions. Additionally, it can be used in more inter-
esting and popular research problems. Finally, RTPSO can
be successfully applied on high dimensional datasets also.
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Appendix

See Figs. 5, 6 and 7

Fig. 5 Graphs for achieved ROC-AUC scores using different values of c1 for 15 datasets using RTPSO
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Fig. 6 Graphs for achieved ROC-AUC scores using different values of c2 for 15 datasets using RTPSO

123



Complex & Intelligent Systems

Fig. 7 Graphs for achieved ROC-AUC scores using different values of Pm for 15 datasets using RTPSO
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