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#### Abstract

The topological structure of the search agents in the swarm is a key factor in diversifying the knowledge between the population and balancing the designs of the exploration and intensification stages. Marine Predator Algorithm (MPA) is a recently introduced algorithm that mimics the interaction between the prey and predator in ocean. MPA has a vital issue in its structure. This drawback related to the number of iterations that is divided into the algorithm phases, hence the agents do not have the adequate number of tries to discover the search landscape and exploit the optimal solutions. This situation affects the search process. Therefore, in this paper, the principle of the comprehensive learning strategy and memory perspective of the fractional calculus have been incorporated into MPA. They help to achieve an efficient sharing for the best knowledge and the historical experiences between the agents with the aim of escaping from the local solutions and avoiding the immature convergence. The developed fractional-order comprehensive learning MPA (FOCLMPA) has been examined with several multidimensional benchmarks from the CEC2017 and CEC2020 as challenging tested functions in the numerical validation part. For real-world applications, four engineering problems have been employed and a set of eighteen UCI datasets have been used to demonstrate the developed performance for feature selection optimization problem. The FOCLMPA has been compared with several well-regarded optimization algorithms via numerous statistical and non-parametric analyses to provide unbiased recommendation. The comparisons confirm the superiority and stability of FOCLMPA in handling the series of experiments with high qualified results and remarkable convergence curves
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## 1. Introduction

Meta-heuristic algorithms (MA) have been successfully applied for solving complex optimization problems in different domains. MA are part of artificial intelligence, and they are inspired by natural processes that permit to handle the difficulties of the search spaces. MA also contain internal rules that permit to test, improve, and/or discard the candidate solutions. The power of

[^0]MA is focused on the operators that modify the position of the solutions at each iteration. According to their operators, MA can be classified into two groups called Swarm Algorithms (SA) and Evolutionary Algorithms (EA) [1]. The group of SA is inspired in the collective behaviour of the species, for example, the Particle Swarm Optimization (PSO) [2] that is based on the movement of bird flocks or fish schools. The group of EA takes as a base the evolution theory to formulate new movements; it is possible to find crossover, mutation, and selection. Some examples of EA are the Genetic Algorithms (GA) [3] or the Differential Evolution (DE) [4]. Both SA and EA can find the best solutions depending on the problems. However, MA are governed by the No-Free-Lunch (NFL) theorem [5], it states that there is no algorithm able to solve all the optimization problems, and one algorithm could be
better than other only if it is designed for a specific problem [6]. Considering such facts, it is essential to develop new methods and strategies that must be adaptive.

Marine Predators Algorithm (MPA) is a recently proposed swarm method that emulates the social behaviour of marine predators [7]. Since MPA is a new SA, its performance has been tested in mathematical benchmark functions and engineering optimization problems. MPA proved its quality due to its simplicity; it also has easy-tuneable parameters and flexibility in the implementation. Nonetheless, the implemented strategy in the MPA is to divide the number of iterations among the algorithm's main processes; this could affect the search process by causing the population to get stuck in a local solutions. This occurs because the candidate solutions do not have enough iterations to find optimal solutions. Therefore, similar to other MA, the MPA has been modified and adapted for solving real problems. An example where MPA has been successfully applied is in image processing; in it, two improved versions have been proposed for the segmentation of COVID-19 medical images [8,9]. Following this domain, the MPA has also been used for forecasting confirmed cases of COVID-19 in different countries [10]. Another interesting enhanced implementation of MPA is for task scheduling in fog computing [11]. In solar energy, the MPA has been employed for large scale photovoltaic array reconfiguration [12] solid oxide fuel cell modelling [13] and for photovoltaic modelling [14].

Motivated by the facts previously explained and NFL theorem [5], this article introduces an enhanced version of the MPA to improve this algorithm's performance in different optimization problems. The topological structure of the swarm search agents plays a vital role in diversifying the knowledge between the population and balancing the exploration and intensification stages. Therefore, modifying the MPA population topological structure can enhance the search process's diversity to avoid the local solutions and exploit the optimal ones. The Comprehensive Learning strategy (CL) [15] is one of the efficient approaches employed to boost and handle the search during the optimization process. The search agents' current positions can learn from previous best locations of the population landscape (exemplars). The selection of the exemplars is performed by a probability coefficient that guarantees the diversity of the population. The use of CL then permits that the search agents discover the optimal solutions avoiding premature convergence. With this strategy, the algorithms could successfully deal with multi-modal and nonlinear optimization problems [16]. Recently, a robust mathematical tool named fractional calculus (FC) has been merged with optimization algorithms to boost the performance of the search agents by including a memory window (called historical terms or memory) into the processes $[17,18]$. This advantage permits us to obtain more realistic models than integer-based approaches.

The benefits of the CL and FC mechanisms have been studied in benchmark problems and real world applications. Regarding the CL was firstly introduced to enhance the PSO, the method is called CLPSO [15]. A modified version of the CLPSO was proposed in [19] for the operation of multi-reservoir hydropower systems. Also, the hybrid of heterogeneous comprehensive learning strategy and Pigeon-Inspired Optimization (HCLPIO) employs the CL and it is used to model control systems [20]. Another interesting approach was proposed by Yousri et al. [21] called Chaotic Heterogeneous Comprehensive Learning Particle Swarm Optimization for the identification of static and dynamic photovoltaic models' parameters. For the FC also exist a wide range of applications and proposals; for example, the Fractional Lévy Flight Bat Algorithm (FLFBA) that was introduced for solving global optimization problems [22]. In this domain, it has also been proposed the Fractional Order Cuckoo Search (FO-CS) algorithm to identify the parameters of the chaos phenomena in the economic-financial
system [23]. Moreover, the fractional-order flower pollination algorithm (FO-FPA) has been proposed for global optimization and image segmentation [24]. The Fractional Order Firefly (FO-FF) is another interesting approach that involves the use of FC to modify an optimization algorithm in order to provide better results [25]. In this case, the FO-FF has been tested for the parameter estimation of chaotic systems. In the field of deep learning the combination of FC with MA, the Cat Swarm Fractional Calculus Optimization (CSFCO) algorithm then is proposed for removing the artifacts present in the EEG signal by using deep learning [26]. Recently, the fractional order Grunwald-Letnikov definition has been merged with the Manta ray foraging optimizer in [27] for image segmentation optimization problem.

According to the FC and CL approach's above-mentioned properties, we were motivated to provide a modified MPA version based on those concepts to enhance the algorithm's performance. The improved MPA is called fractional-order comprehensive learning marine predator optimizer (FOCLMPA). In this method the FC has been combined with MPA during the exploitation phase where the heredity and non-locality properties of the FC operator has adopted to model the aftereffect of the previous locations of marine predators on their future movement directions. Moreover, the CL has adopted in the exploration phase to boost the diversity of the search agents. The sensitivity of the proposed FOCLMPA for the derivative order has been investigated with CEC2017 problems. Besides, the quality and stability of the FOCLMPA with large dimension optimization problems have been assessed with 30 and 50 dimensional CEC2017 functions [28]. With recent challenging benchmark functions from the CEC2020, the proposed FOCLMPA is examined for two dimensional of 5 , and 20 [29]. In the experiments the FOCLMPA was compared with similar approaches from the state-of-the-art and they are the basic Marine Predators Algorithm (MPA) [7], Artificial ecosystem-based optimization (AEO) [30], Slime mould algorithm (SMA) [31], Manta ray foraging optimization (MRFO) [32], Sinecosine algorithm (SCA) [33], Comprehensive learning particle swarm optimizer (CLPSO) [15], as well as the basic Particle swarm optimizer (PSO) [34] and Differential Evolution with composite trial vector generation strategies (CODE) [35]. Besides, the proposed FOCLMPA has also been tested with benchmark engineering optimization problems. The experimental results and comparison over this kind of problems provide evidence of the good performance of the FOCLMPA. This fact is validated by statistical analysis and non-parametric tests. The idea of MA is that they can work over real problems. Thus, the proposed algorithm has also been implemented for Feature Selection (FS), as a complex data-mining problem. In FS, it is necessary to find the optimal subset that contains the relevant information of the entire dataset. By performing this task, it is possible to remove redundant or non-important information. In the FS experiments, they were used eighteen datasets from the UCI repository. The results of the FOCLMPA for FS were compared with different MA to prove that the proposed algorithm can be used in real implementations.

The following points summarize the main contributions of this paper:

- An alternative global optimization and feature selection method is developed that depends on modified the new MA technique named Marine predators algorithm (MPA). Since the traditional MPA still suffers from some limitations that influence its convergence towards the global solution and lead to the degradation of the final solution's quality, mainly when applied to real-world applications.
- A novel variant of the MPA is proposed via using the CL approach to modify its exploration phase to preserve the
swarm particles' diversity. Besides, adopting the FC perspective to enhance the exploitation stage of the MPA through providing it with suitable memory. As a result, FractionalOrder Comprehensive Learning Marine Predators Algorithm (FOCLMPA) is proposed and examined with several series of experiments.
- A set of most challenging test functions of the CEC2017 and CEC2020 is applied with various numerical validation dimensions. The considered numerical functions are used to assess the optimization method's exploration and exploitation abilities during the searching process for global optimization.
- The FOCLMPA has been implemented for real-world optimization problems, including engineering applications and feature selection. Each one of these applications has its target and characteristics. For example, FS aims to reduce the number of features by removing the irrelevant features that affect the quality of classification and the decision-making process. The FS problem is employed as another challenging optimization problem; especially, when the number of features $N$ increased, the search domain increased ( $2^{N}$ ).

Finally, several statistical and non-parametric tests are performed over the series of the experiments to provide unbiased comparison aiming to offer an alternative tool for complex optimization problems.

The remainder sections are organized as follows: Section 2 presents the structure of the FOCLMPA and considers the basics of MPA, FC and CL. The Section 3 provides the simulation and experimental results for benchmark problems. Section 3.5 introduces the implementation of the FOCLMPA for FS. Finally Section 4 includes some conclusion and future works.

## 2. Structure of fractional-order with comprehensive learning marine predators algorithm

This section introduces the basic concepts of the fractionalorder with comprehensive learning Marine Predators Algorithm (FOCLMPA). The following subsection describes the structure of the proposed algorithm.

### 2.1. Marine predators algorithm

The marine predators algorithm (MPA) has been introduced as a novel MA optimizer in Ref. [7]. MPA takes its inspiration from trying the predators in catching the prey and searching for the food source. The algorithm starts by initializing a population of solutions. The initial solutions are identified arbitrarily based on the search space as shown in the following equations:
$Z_{i d}=L B_{d}+r_{1} \times\left(U B_{d}-L B_{d}\right), i=1,2, \ldots, n, d=1,2,3, \ldots, D I M$
where, $L B_{j}$ and $U B_{j}$ exemplify the upper and the lower bounds for each $j$ th variable of the optimized problem of dimension DIM, respectively. In the search domain, $r_{1} \in[0,1]$ is random number.

The prey and predator in MPA are the agents of searching, thus, there are two principal matrices defined as the best and the elite matrices. The matrices contain the best predators, and the prey locations as mathematically defined as follows:
$Z=\left[\begin{array}{cccc}Z_{11} & Z_{12} & \ldots & Z_{1 \text { DIM }} \\ Z_{21} & Z_{22} & \ldots & Z_{2 D I M} \\ \ldots & \ldots & \ldots & \ldots \\ Z_{n 1} & Z_{n 2} & \ldots & Z_{n D I M}\end{array}\right]$, Elite $=\left[\begin{array}{cccc}Z_{11}^{1} & Z_{12}^{1} & \ldots & Z_{1 \text { DIM }}^{1} \\ Z_{21}^{1} & Z_{22}^{1} & \ldots & Z_{2 D I M}^{1} \\ \ldots & \ldots & \ldots & \ldots \\ Z_{n 1}^{1} & Z_{n 2}^{1} & \ldots & Z_{n D I M}^{1}\end{array}\right]$,

The principal aim is to reach the optimal solutions, so the first random group of solutions can be modernized based on the algorithm's construction. The prey's ratio and the predator's speed is the most critical operator in transferring the algorithm from one phase to another. In MPA, the ratio with the large-speed is the noticed feature in the first stage. In contrast, the unity and the weak ratio are the remarkable properties for the second and the third phases. The main lines of each phase are reviewed as follows:

1. Phase 1: diversification phase (high-velocity ratio) This phase is for discovering the search space, also called the exploration stage. This step is performed for the first third of the total number of development (i.e., $\frac{1}{3} t_{\max }$ ). The prey transfers more quickly to look for the food source, whereas the predator pauses without moving. Faramarzi et al. [7] ideally such stage based on the following form:
$S_{i}=R_{B} \bigotimes\left(\right.$ Elite $\left._{i}-R_{B} \bigotimes z_{i}\right), i=1,2, \ldots, n$
$Z_{i}=Z_{i}+P . R \bigotimes S_{i}$
where, $R \in[0,1]$ and $P=0.5$ is used as a vector containing uniform arbitrary numbers and a fixed constant. $R_{B}$ is an arbitrary vector represents the Brownian movement. $\otimes$ identifies the element-wise multiplications procedure.
2. Phase 2: Unit velocity ratio Such a stage is a transferring phase from diversification into intensification. All individuals, including the preys and the predators move at the same speed to search for food sources. This stage is considered as the main phase of the whole algorithm whose implementation starts as $\frac{1}{3} t_{\max }<t<\frac{2}{3} t_{\max }$. The predator's finest schedule is a tail Brownian, whereas the prey uses the lévy flight through such a stage. Accordingly, Faramarzi et al. [7] partitioned the population into 2 parts and applied Eqs. (5)-(6) for modelling the first section and Eqs. (7)-(8) for the second section as follows:
$S_{i}=R_{L} \bigotimes\left(\right.$ Elite $\left._{i}-R_{L} \bigotimes z_{i}\right), i=1,2, \ldots, n / 2$
$Z_{i}=Z_{i}+P . R \bigotimes S_{i}$
where, $R_{L}$ exemplifies the arbitrary numbers tails lévy distribution. Eqs. (5)-(6) are satisfied to the first part of the population that exemplifies the exploitation. Then the second part of the population can be modelled as follows:

$$
\begin{equation*}
S_{i}=R_{B} \bigotimes\left(R_{B} \bigotimes \text { Elite }_{i}-Z_{i}\right), i=n / 2, \ldots, n \tag{7}
\end{equation*}
$$

$Z_{i}=$ Elite $_{i}+$ P.CF $\bigotimes s_{i}$,
$C F=\left(1-\frac{t}{t_{\text {max }}}\right)^{2\left(\frac{t}{t_{\max }}\right)}$
where, $C F$ is a coefficient that controls the step size of transferring for the predator.
3. Phase 3: Intensification (low-velocity ratio) This phase is probably to be the final stage in the procedure of searching. The predator transfers more quickly than the prey, so it tails the lévy through the update. The stage is applied on the final part of the iterations ( $t>\frac{2}{3} t_{\max }$ ) defined as:

$$
\begin{equation*}
S_{i}=R_{L} \bigotimes\left(R_{L} \bigotimes \text { Elite }_{i}-Z_{i}\right), i=1,2, \ldots, n \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
Z_{i}=\text { Elite }_{i}+\text { P.CF } \bigotimes S_{i}, C F=\left(1-\frac{t}{t_{\max }}\right)^{2 \frac{t}{t_{\max }}} \tag{11}
\end{equation*}
$$

## 4. Eddy development and fish aggregating devices outcome

 (FADS)The framing milieu has a significant impact on the creature's behaviour. Faramarzi et al. [7] took other effects like the fish aggregating devices (FADs) or eddy formation for averting the local optima of the algorithm. This phase can be summarized and modelled mathematically as:
$Z_{i}=\left\{\begin{array}{c}Z_{i}+C F\left[Z_{\text {min }}+R \bigotimes\left(Z_{\text {max }}-Z_{\text {min }}\right)\right] \otimes U \\ r_{5}<F A D \\ Z_{i}+[F A D(1-r)+r]\left(Z_{r 1}-Z_{r 2}\right) \\ r_{5}>F A D\end{array}\right.$
In Eq. (12), $F A D=0.2$, and $U$ is a bilateral choice which is constructed through creating random solution, after that it is switched into bilateral threshold 0.2. $r \in[0,1]$ designates a random number. $r_{1}$ and $r_{2}$ represent the preys list.
5. Marine memory Nautical predators register the location that they have high ability in foraging in their memory. They apply this task through keeping the optimal solutions in mind. Then these solutions are modernized after determining the best solutions.
Fig. 1 shows the structure of the MPA algorithm where it starts by generating a set of random solutions using Eq. (1). Those solutions are evaluated, and the best solution vector is determined. The initial set of the solutions are modified via passing through three phases across the number of iterations. For the first third part of the iterations, the agents use Eqs. (3)(4) while discovering the search space. For the second third of the iterations, the populations are divided into two halves. The first half of the population follows levy distribution while modifying its location, whereas the second is guided by Brownian movement Using Eqs. (5)-(6), (7)-(8), respectively. For the last part of the iteration numbers, the agents use Eqs. (10)-(11) while updating their locations to keep on a low-velocity ratio between the predator and prey. At each iteration, the FADS of Eq. (12) and local memory are recognized to avoid trapping to local solutions and enhancing the next iteration searching process.

### 2.2. Comprehensive learning concept

The concept of Comprehensive Learning (CL) depends on the conduct of sharing the information and experiences between individuals. Thus CL helps to have a good balance between the exploration and the exploitation [15,20,21]. For inhibiting the premature convergence, the diversity of the swarm must be preserved for in the multiple dimensions. This can be done by the agents' best experiences which learn to each agent, this can be called exemplar. According to learning probability values ( $\mathrm{P}_{c l}$ ), the exemplar can be chosen for each dimension. The exemplar for each dimension is selected based on learning probability values ( $\mathrm{P}_{c l}$ ). This probability has various values for different agents and can be calculated as follows [15]:
$P_{C_{i}}=a+b \frac{(\exp (10(i-1)) /(p s-1)-1)}{(\exp (10)-1)}$
where N is the population size number, and a and b are fixed numbers that have values of 0.05 and 0.25 , respectively [15].

Fig. 2 shows the mechanism of selection of exemplars regarding the CL concept. There is an arbitrary number compared with the stated probability $P_{c_{l}}$ for each agent's dimension (d). If this number is greater than $P_{c_{l}}$, then the corresponding dimension of $i$ th agent will learn from its own position for that dimension. On the other hand, if this random number is smaller than $P_{c l_{l}}$, then the corresponding dimension of $i$ th agent is guided by another particle chosen regarding the corresponding fitness
function where two agents are selected randomly, and the agent with a better fitness is selected for the corresponding dimension. For a minimization problem, the corresponding agent for the least fitness is the selected exemplar and the reverse for a maximization problem.

### 2.3. Fractional calculus concept

The Fractional calculus (FC) concept depends on several definitions like the Grunwald-Letnikov (GL) definition, and it can be mathematically formulated as [36]:
$D^{\beta}(Z(t))=\lim _{h \rightarrow 0} \frac{1}{h^{\beta}} \sum_{k=0}^{\infty}(-1)^{k}\binom{\beta}{k} Z(t-k h)$,
where

$$
\begin{equation*}
\binom{\beta}{k}=\frac{\Gamma(\beta+1)}{\Gamma(k+1) \Gamma(\beta-k+1)}=\frac{\beta(\beta-1)(\beta-2) \ldots(\beta-k+1)}{k!}, \tag{15}
\end{equation*}
$$

where, $D^{\beta}(x(t))$ exemplifies the Grunwald-Letnikov (GL) fractional derivative of order $\beta . \Gamma(t)$ identifies gamma function. In discrete-time implementation, GL definition of Eq. (14) can be discussed as:
$D^{\beta}[Z(t)]=\frac{1}{T^{\beta}} \sum_{k=0}^{r} \frac{(-1)^{k} \Gamma(\beta+1) Z(t-k T)}{\Gamma(k+1) \Gamma(\beta-k+1)}$
where, $T$ is the sampling period and $r$ corresponds to the number of terms from the memory. The symbol of $\beta$ identifies the derivative order coefficient.

In particular, $\beta=1$, the formula of Eq. (16) can be rewritten as:
$D^{1}[Z(t+1)]=Z(t+1)-Z(t)$
where $D^{1}[x(t)]$ is the difference between two tailed events.
2.4. Proposed fractional-order comprehensive learning Marine Predators Algorithm

In this section the MPA subjected to two modifications to improve the diversification and intensification abilities based on the CL approach and FC memory property.

- Modification 1: the first step of the modification focuses on the sharing phase of the best information among the particles. This modification plays a vital role in avoiding the local solutions and the guarantee the diversity of the swarm. Therefore, the exploration phase of MPA has been enhanced based on CL approach where the prey uses the best-experienced agents of the previous iteration while it discovering the search landscape. Accordingly, the phase 1 of Eq. (3) in the basic MPA can be reformulated as below:

$$
\begin{align*}
& S_{i}=R_{B} \bigotimes\left(\text { Elite }_{i}-R_{B} \bigotimes Z_{i}+K \cdot \operatorname{rand}(d)\right. \\
& \left.\bigotimes\left(Z_{\text {Exemplar }_{f_{i}}}-Z_{i}\right)\right), i=1,2, \ldots, n \\
& \text { where } \quad K=\frac{a}{1+\exp }\left(\begin{array}{l}
\left.\frac{-\gamma \cdot t}{T}\right) \\
\end{array}+b \cdot\left(\frac{t}{T}-1\right)^{2}\right.  \tag{18}\\
& t=1,2,3, \ldots T \\
& \text { Then } \quad Z_{i}=Z_{i}+P \cdot R \bigotimes S_{i}
\end{align*}
$$

where K is an acceleration coefficient that obeys for sigmoid function. The values of a,b, $\gamma$ are selected as $1.5,2.2$ and 0.0001 to achieve a diversification for the particles, respectively.


Fig. 1. Flowchart of MPA technique.


Fig. 2. Flowchart of CL concept..

- Modification 2: the second step of the modification exposes integrating the memory perspective of FC into the CLMPA to boost the second phase of the standard version of the algorithm. Hence, the FC memory is applied during updating the prey location in the second step of the algorithm to enhance the exploitation stage. The details of the applied approach have been explained in detail as below:
The motion of the prey of Eq. (6) can be reformulated to meet the special case of GL definition of Eq. (16) as follows.
$Z_{i}(t+1)-Z_{i}(t)=P \cdot R \bigotimes S_{i}$

For general case based on the FC definition, the Eq. (20) can be written as follows:

$$
\begin{equation*}
D^{\delta}\left[Z_{i}(t+1)\right]=P \cdot R \bigotimes S_{i} \tag{20}
\end{equation*}
$$

By using the discrete form of GL definition of Eq. (16) at $T=1$, the expression of Eq. (20) can be written as follows:

$$
\begin{align*}
& D^{\delta}\left[Z_{i}(t+1)\right]=Z_{i}(t+1)+\sum_{k=1}^{m} \frac{(-1)^{k} \Gamma(\delta+1) Z_{i}(t+1-k)}{\Gamma(k+1) \Gamma(\delta-k+1)} \\
& \quad=P . R \bigotimes S_{i} \tag{21}
\end{align*}
$$



Fig. 3. Agent motion update based on FC concept.

By taking into account the early mentioned relation in Eq. (21), the general formulation for the solutions of FOCLMPA based on FC memory perspective can be written as follows:

$$
\begin{equation*}
Z_{i}(t+1)=-\sum_{k=1}^{m} \frac{(-1)^{k} \Gamma(\delta+1) Z_{i}(t+1-k)}{\Gamma(k+1) \Gamma(\delta-k+1)}+P . R \bigotimes s_{i} \tag{22}
\end{equation*}
$$

After checking the previous formula, it can be detected that the motion of the prey becomes based on some terms from the previous solutions with a length of (m), as depicted in Fig. 3. With accounting the first four previous events ( $m=4$ ) from the memory data with derivative order $\delta$, the position of prey can be modified as follow;

$$
\begin{align*}
& Z_{i}(t+1)=\frac{1}{1!} \delta Z_{i}(t)+\frac{1}{2!} \delta(1-\delta) Z_{i}(t-1) \\
& +\frac{1}{3!} \delta(1-\delta)(2-\delta) Z_{i}(t-2)  \tag{23}\\
& +\frac{1}{4!} \delta(1-\delta)(2-\delta)(3-\delta) Z_{i}(t-3)+P \cdot R \bigotimes S_{i}
\end{align*}
$$

Through combining modifications approaches 1 and 2 , the FOCLMPA has been introduced. The main steps of the proposed algorithm can be summarized in Algorithm 1 as follows:

## 3. Simulation and results

The quality of the proposed algorithm FOCLMPA has been assessed and confirmed based on several series of analyses with conducting numerous statistical measures, non-parametric tests including Wilcoxon sum-rank test at 0.05 significant level, and the results ranking. Moreover, three signs of $(+/=/-)$ have been listed referring to the number of the functions in which the FOCLMPA has a superiority performance ( + ), that the FOCLMPA has the same behaviour in comparison with the other contest (=), and the number of functions where the FOCLMPA has located in the inferior $(-)$. The sensitivity of the proposed FOCLMPA for the derivative order ( $\delta$ ) has been addressed to determine the effective value of the derivative order on the performance of the proposed algorithm. Several dimensional CEC2017 and CEC2020 test functions have been recognized as challenging benchmarks for the numerical validation part. Also two real applications including four engineering optimization problems and eighteen UCI datasets for feature selection optimization problem have been employed for a comprehensive evaluation of the FOCLMPA. The FOCLMPA has been compared with well-regarded optimization algorithms. Seeking for unbiased comparisons, all the algorithms

```
Algorithm 1 Steps of FOCLMPA
    Set the FOCLMPA parameters; \(N\) agents, derivative order \(n\),
    number of iterations ( \(T\) ), derivative order ( \(\delta\) ) and optimization
    problem bounds; LB, and UB.
    Calculate the initial solutions matrix using Eq. (1).
    Saved the initial values for the memory window with length
    (m).
    Set \(\mathrm{t}=1\).
    while termination criteria are not met do
        Evaluate the objective function (obj).
        Assign the Elite matrix using Eq. (2).
        if \(t<t_{\text {max }} / 3\) then
            Calculate the acceleration coefficient K using formula of
            Eq. (18).
            for each search agent \((i=1, \ldots, n)\) do
                Generate random number rand
                Calculate the learning probability value using \(\left(P_{C_{i}}\right)\) Eq.
                (13).
                Select two particles with rand indexes \(f 1_{i}^{d}, f 2_{i}^{d}\),
                \(\mathrm{d}=1,2,3\),.. DIM.
            if rand \(>P_{C_{l_{i}}}\) then
                    if \(\operatorname{obj}\left(Z_{f 1_{i}^{d}}^{d}\right)>\operatorname{obj}\left(Z_{f 2_{i}^{d}}\right)\) then
                    \(Z_{\text {Exemplar }_{f}}=Z_{f 2_{i}^{d}}\).
                    else
                    \(Z_{\text {Exemplarfi }}=Z_{f 1_{i}^{d}}\).
                    end if
                else
                    \(Z_{\text {Exemplarfif }=}=Z_{i}\).
            end if
            end for
            Update the agents' locations using Eq. (18).
        else if \(t_{\text {max }} / 3<t<2 \times t_{\text {max }} / 3\) then
            for The first half of the agents \((i=1, \ldots, n / 2)\) do
                Update the agents' locations based on the memory
                perspective using Eq. (23).
            end for
            for The second half of the agents \((i=n / 2, \ldots, n)\) do
                Update the agents' locations using Eq. (8).
            end for
        else if \(t>2 \times t_{\max } / 3\) then
            Update the agents' locations using Eqs. (10)-(11).
        end if
        Using FADs effect and Eq. (12) to update current agent.
        Update memory window based on first in first out
        approach.
        \(\mathrm{t}=\mathrm{t}+1\).
    end while
```

have been implemented with the same settings of the population size and the maximum number of evaluation function, furthermore, all the series of analyses have been carried out on Matlab 2018b working on a laptop with Core i7-6500U CPU, 2.5 GHz of speed and 16 GB of RAM.

### 3.1. Sensitivity analysis

With varying the derivative order $\delta$, the contribution weights of the historical terms (past solutions) are changed as shown in Eq. (23), sequentially that reflects on the updating process of the agents' positions and the obtained solutions. Therefore, the sensitivity of the FOCLMPA for the $\delta$ values has been studied in the current section, and the adequate value of $\delta$ is recommended. A set of Twenty-eight CEC2017 benchmark functions

Table 1
The CEC2017 benchmark functions [28].

| Type | No. | Description | $\mathrm{F}_{\text {min }}$ | Range |
| :---: | :---: | :---: | :---: | :---: |
| Unimodal functions | 3 | Shifted and Rotated Zakharov Function | 300 | [-100,100] |
| Simple multimodal functions | 4 | Shifted and Rotated Rosenbrock's Function | 400 | [-100,100] |
|  | 5 | Shifted and Rotated Rastrigin's Function | 500 | [-100,100] |
|  | 6 | Shifted and Rotated Expanded Scaffer's F6 Function | 600 | [-100,100] |
|  | 7 | Shifted and Rotated Lunacek Bi-Rastrigin Function | 700 | [-100,100] |
|  | 8 | Shifted and Rotated Non-Continuous Rastrigin's Function | 800 | [-100,100] |
|  | 9 | Shifted and Rotated Levy Function | 900 | [-100,100] |
|  | 10 | Shifted and Rotated Schwefel's Function | 1000 | [ $-100,100$ ] |
| Hybrid functions | 11 | Hybrid Function of Zakharov, Rosenbrock and Rastrigin's | 1100 | [-100,100] |
|  | 12 | Hybrid Function of High Conditioned Elliptic, Modified Schwefel and Bent Cigar | 1200 | [ $-100,100$ ] |
|  | 13 | Hybrid Function of Bent Ciagr, Rosenbrock and Lunache Bi-Rastrigin | 1300 | [-100,100] |
|  | 14 | Hybrid Function of Elliptic, Ackley, Schaffer and Rastrigin | 1400 | [-100,100] |
|  | 15 | Hybrid Function of Bent Cigar, HGBat, Rastrigin and Rosenbrock | 1500 | [-100,100] |
|  | 16 | Hybrid Function of Expanded Schaffer, HGBat, Rosenbrock and Modified Schwefel | 1600 | [ $-100,100$ ] |
|  | 17 | Hybrid Function of Katsuura, Ackley, Expanded Griewank plus Rosenbrock, Modified Schwefel and Rastrigin | 1700 | [ $-100,100$ ] |
|  | 18 | Hybrid Function of high conditioned Elliptic, Ackley, Rastrigin, HGBat and Discus | 1800 | [ $-100,100$ ] |
|  | 19 | Hybrid Function of Bent Cigar, Rastrigin, Expanded Grienwank plus Rosenbrock, Weierstrass and expanded Schaffer | 1900 | [ $-100,100$ ] |
|  | 20 | Hybrid Function of Happycat, Katsuura, Ackley, Rastrigin, Modified Schwefel and Schaffer | 2000 | [-100,100] |
| Composition functions | 21 | Composition Function of Rosenbrock, High Conditioned Elliptic and Rastrigin | 2100 | [-100,100] |
|  | 22 | Composition Function of Rastrigin's, Griewank's and Modified Schwefel's | 2200 | [ $-100,100$ ] |
|  | 23 | Composition Function of Rosenbrock, Ackley, Modified Schwefel and Rastrigin | 2300 | [-100,100] |
|  | 24 | Composition Function of Ackley, High Conditioned Elliptic, Girewank and Rastrigin | 2400 | [-100,100] |
|  | 25 | Composition Function of Rastrigin, Happycat, Ackley, Discus and Rosenbrock | 2500 | [-100,100] |
|  | 26 | Composition Function of Expanded Scaffer, Modified Schwefel, Griewank, Rosenbrock and Rastrigin | 2600 | [-100,100] |
|  | 27 | Composition Function of HGBat, Rastrigin, Modified Schwefel, Bent-Cigar, High Conditioned Elliptic and Expanded Scaffer | 2700 | [-100,100] |
|  | 28 | Composition Function of Ackley, Griewank, Discus, Rosenbrock, HappyCat, Expanded Scaffer | 2800 | [ $-100,100$ ] |
|  | 29 | Composition Function of shifted and rotated Rastrigin, Expanded Scaffer and Lunacek Bi-Rastrigin | 2900 | [ $-100,100$ ] |
|  | 30 | Composition Function of shifted and rotated Rastrigin, Non-Continuous Rastrigin and Levy Function | 3000 | [-100,100] |

(F3-F30) with dimension 30 have been considered. The regarded test functions composed of four groups, the F3 is a unimodal function, the F4-F10 subset is simple multi-modal functions, the F11-F20 subset is hybrid functions, and the F21 to F30 subset corresponds to composition functions. The specifications of the studied algorithms are listed in Table 1. Ten values of $\delta$ are varied from 0.1 to 1 , with step 0.1 have been recognized to assign the most suitable derivative order value with the proposed FOCLMPA. The algorithm variants have been implemented considering the maximum of the evaluation function is 10000DIM (DIM is the dimension of the studied functions) and search agents are 30 [28]. The average (AVR) and standard deviation (STD) values of the used functions across the independent execution times ( 30 runs) have also been computed the ranking of the FOCLMPA variants with changing the $\delta$ values have reported in Table 2.

The AVR and STD values of the applied functions across the independent runs by the FOCLMPA variants with changing the derivative orders are reported in Table 2. The presented results show that the proposed FOCLMPA variants attain the closest results for the global values of the majority of the used test functions in comparison with the basic MPA. For the unimodal function of F3, the FOCLMPA at $\delta=0.2$ is the best variant; therefore, it has the first rank in optimizing this function and is followed by the FOCLMPA at $\delta=1$, and 0.5 whilst the MPA locates in the fourth rank. For the multimodal test functions set of F4-F10, the FOCLMPA at $\delta=0.6$ occupies the first rank for four test functions out of this set (F4, F5, F7, F8) as it offers the least AVR values of these functions meanwhile, the MPA has an average
rank of 10.25 (where MPA ranks $(8+11+11+11) / 4)$ over these functions. For the hybrid functions suite of F11-F20, the FOCLMPA variants are located at the first rank except for F17, where MPA has the first rank. The FOCLMPA at derivative orders 0.5 and 0.6 have the first and second ranks in six functions of the hybrid benchmarks set, while the MPA is located in the inferior ranks in four functions of this set. For the composition test functions set of F21 to F30; however, the MPA shows the superior performance for four functions of this set, the FOCLMPA variants attain the best results for the other six functions. The composite test problems are the most difficult functions in the benchmark set. They are highly multimodal, non-separable functions, and have different attributes near a huge number of the local optima. The better performance of the FOCLMPA variants in comparison to MPA across these functions confirms the remarkable and significant modification that fractional calculus and CL concept provided for MPA for enhancing its main phases (exploration and exploitation). To sum up the overall results, the average (AVR) rank values of the proposed variants across the studied twenty-eight problems have been computed at the last row in Table 2. The computed AVR rank values show that the FOCLMPA at $\delta=0.5$ and 0.6 considered the best variants for optimizing the 30-dimensional CEC2017 benchmarks as they achieve the least average ranks. Consequently, the recommended effective derivative order is the average of these two values $((0.5+0.6) / 2)=0.55$.

Table 2
Comparison of simulation results of MPA and FOCLMPA with number of $\delta$ changed from 0.1 to 1 for 30 dimensional CEC17.

| Fun/meas |  | MPA | FOCLMPA |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\delta=0.1$ | $\delta=0.2$ | $\delta=0.3$ | $\delta=0.4$ | $\delta=0.5$ | $\delta=0.6$ | $\delta=0.7$ | $\delta=0.8$ | $\delta=0.9$ | $\delta=1$ |
| F3 | AVR | $3.0000 e+02$ | $3.0000 e+02$ | 3.0000e+02 | $3.0000 e+02$ | $3.0000 e+02$ | $3.0000 e+02$ | $3.0000 e+02$ | $3.0000 e+02$ | $3.0000 e+02$ | $3.0000 e+02$ | $3.0000 e+02$ |
|  | STD | 3.6618e-03 | $3.6698 e-03$ | 1.6174e-03 | $3.7413 e-03$ | $3.5510 e-03$ | 1.9999e-03 | $2.7480 e-03$ | 3.8883e-03 | $5.6318 e-03$ | 3.6837e-03 | 2.2008e-03 |
|  | Rank | 4 | 7 | 1 | 6 | 8 | 3 | 5 | 10 | 11 | 9 | 2 |
| F4 | AVR | $4.7483 e+02$ | $4.7806 e+02$ | $4.7000 e+02$ | $4.7459 e+02$ | $4.7951 e+02$ | $4.7176 e+02$ | $4.6658 \mathrm{e}+02$ | $4.8252 e+02$ | $4.6941 e+02$ | $4.7238 e+02$ | $4.7283 e+02$ |
|  | STD | $2.3588 e+01$ | $1.9273 e+01$ | $3.2213 e+01$ | $3.2841 e+01$ | $2.5684 e+01$ | $2.5267 e+01$ | 3.0614e+01 | $2.6265 e+01$ | $3.0841 e+01$ | $2.9279 e+01$ | $3.0823 e+01$ |
|  | Rank | 8 | 9 | 3 | 7 | 10 | 4 | 1 | 11 | 2 | 5 | 6 |
| F5 | AVR | $5.6196 e+02$ | $5.4242 e+02$ | $5.4364 e+02$ | $5.4176 e+02$ | $5.4463 e+02$ | $5.4073 e+02$ | 5.4040e+02 | $5.4083 e+02$ | $5.4136 e+02$ | $5.4515 e+02$ | $5.4233 e+02$ |
|  | STD | $1.1210 e+01$ | $1.0137 e+01$ | $1.1886 e+01$ | $1.1778 e+01$ | $1.4445 e+01$ | $1.0440 e+01$ | $9.7261 \mathrm{e}+00$ | $1.2941 e+01$ | $9.3768 e+00$ | $1.2944 e+01$ | $1.1012 e+01$ |
|  | Rank | 11 | 7 | 8 | 5 | 9 | 2 | 1 | 3 | 4 | 10 | 6 |
| F6 | AVR | $6.0014 e+02$ | $6.0018 e+02$ | $6.0014 e+02$ | $6.0015 e+02$ | $6.0023 e+02$ | $6.0015 e+02$ | $6.0022 e+02$ | 6.0011e+02 | $6.0020 e+02$ | $6.0016 e+02$ | $6.0019 e+02$ |
|  | STD | $1.4557 e-01$ | 1.2943e-01 | $1.4069 e-01$ | 1.5300e-01 | 1.8585e-01 | 1.5555e-01 | $2.3349 e-01$ | 1.3342e-01 | 1.8737e-01 | 1.5316e-01 | 1.4618e-01 |
|  |  | $2$ | $7$ | $3$ | 4 | 11 | 5 | 10 | 1 | 9 | 6 | 8 |
| F7 | AVR | $8.1409 e+02$ | $7.9596 e+02$ | $7.9806 e+02$ | $7.9596 e+02$ | $8.0237 e+02$ | $7.9621 e+02$ | 7.9401e+02 | $8.0012 e+02$ | $7.9494 e+02$ | $7.9560 e+02$ | $7.9447 e+02$ |
|  | STD | $2.2336 e+01$ | $1.4376 e+01$ | $1.4044 e+01$ | $1.6926 e+01$ | $1.3333 e+01$ | $1.6718 e+01$ | 1.5200e+01 | $1.4466 e+01$ | $1.4585 e+01$ | $1.8230 e+01$ | $1.9515 e+01$ |
|  | Rank | 11 | 5 | 8 | 6 | 10 | 7 | 1 | 9 | 3 | 4 | 2 |
| F8 | AVR | $8.6983 e+02$ | $8.4686 e+02$ | $8.4699 e+02$ | $8.4932 e+02$ | $8.4477 e+02$ | $8.4381 e+02$ | 8.4363e +02 | $8.4499 e+02$ | $8.4617 e+02$ | $8.4773 e+02$ | $8.4647 e+02$ |
|  |  | $1.5084 e+01$ | $1.2689 e+01$ | $1.2190 e+01$ | $1.2628 e+01$ | $1.2482 e+01$ | $1.2697 e+01$ | 1.1632e+01 | $1.2629 e+01$ | $1.1815 e+01$ | $1.3447 e+01$ | $1.0363 e+01$ |
|  |  | $11$ | $7$ | $8$ | $10$ | $3$ | $2$ | $1$ | $4$ | $5$ | $9$ | $6$ |
| F9 | AVR | $1.0430 e+03$ | $1.0211 e+03$ | $1.0465 e+03$ | $1.0339 e+03$ | $1.0249 e+03$ | $1.0318 e+03$ | $1.0332 e+03$ | $1.0394 e+03$ | 1.0196e+03 | $1.0376 e+03$ | $1.0430 e+03$ |
|  | STD | $8.1894 e+01$ | $4.4817 e+01$ | $6.5142 e+01$ | $7.0213 e+01$ | $4.5850 e+01$ | $6.3370 e+01$ | $6.2153 e+01$ | $6.0235 e+01$ | 5.8011e+01 | $7.0813 e+01$ | $7.0177 e+01$ |
|  | Rank | 9 | 2 | 11 | 6 | 3 | 4 | 5 | 8 | 1 | 7 | 10 |
| F10 | AVR | $3.4773 e+03$ | $3.5689 e+03$ | $3.4665 e+03$ | $3.6346 e+03$ | $3.5730 e+03$ | $3.6030 e+03$ | $3.6346 e+03$ | $3.5075 e+03$ | $3.5195 e+03$ | 3.4210e+03 | $3.4872 e+03$ |
|  |  | $3.0609 e+02$ | $3.9360 e+02$ | $5.1000 e+02$ | $4.4311 e+02$ | $3.7714 e+02$ | $3.7210 e+02$ | $4.5532 e+02$ | $3.7173 e+02$ | $4.2527 e+02$ | $3.9583 \mathrm{e}+02$ | $4.6552 e+02$ |
|  | Rank | $3$ | $7$ | $2$ | $11$ | $8$ | $9$ | $10$ | $5$ | $6$ | $1$ |  |
| F11 | AVR | $1.1626 e+03$ | $1.1669 e+03$ | $1.1686 e+03$ | $1.1632 e+03$ | $1.1664 e+03$ | $1.1574 e+03$ | $1.1707 e+03$ | $1.1652 e+03$ | $1.1627 e+03$ | $1.1648 e+03$ | 1.1574e+03 |
|  | STD | $2.7191 e+01$ | $3.1112 e+01$ | $3.0189 e+01$ | $3.5713 e+01$ | $3.1344 e+01$ | $2.4094 e+01$ | $3.2260 e+01$ | $2.8783 e+01$ | $2.9226 e+01$ | $2.6834 e+01$ | 2.4631e+01 |
|  | Rank | 3 | 9 | 10 | 5 | 8 | 2 | 11 | 7 | 4 | 6 | 1 |
| F12 | AVR | $5.9847 e+04$ | $6.5566 e+04$ | $6.6146 e+04$ | $6.5906 e+04$ | 7.0235e+04 | $6.1253 e+04$ | $6.1821 e+04$ | $4.8397 \mathrm{e}+04$ | $7.2248 e+04$ | $6.3580 e+04$ | $5.7865 e+04$ |
|  | STD | $4.7665 e+04$ | $6.3918 e+04$ | $5.1517 e+04$ | $4.3588 e+04$ | $6.8848 e+04$ | $7.1426 e+04$ | $5.5944 e+04$ | $3.3911 \mathrm{e}+04$ | $6.2674 e+04$ | $5.9866 e+04$ | $4.5260 e+04$ |
|  | Rank | $3$ | $7$ | $9$ | $8$ | $10$ | $4$ | $5$ | $1$ | $11$ | $6$ | 2 |
| F13 | AVR | $1.4468 e+03$ | $1.4485 e+03$ | 1.4272e+03 | $1.4427 e+03$ | $1.4403 e+03$ | $1.4384 e+03$ | $1.4456 e+03$ | $1.4313 e+03$ | $1.4653 e+03$ | $1.4484 e+03$ | $1.4658 e+03$ |
|  | STD | $5.2269 e+01$ | $5.3520 e+01$ | 5.4519e+01 | $5.1433 e+01$ | $6.8361 e+01$ | $5.9574 e+01$ | $6.4347 e+01$ | $4.7745 e+01$ | $1.0048 e+02$ | $4.2595 e+01$ | $6.8058 e+01$ |
|  | Rank | 7 | 9 | 1 | 5 | 4 | 3 | 6 | 2 | 10 | 8 | 11 |
| F14 | AVR | $1.4307 e+03$ | $1.4344 e+03$ | $1.4322 e+03$ | $1.4312 e+03$ | $1.4350 e+03$ | $1.4293 \mathrm{e}+03$ | $1.4296 e+03$ | $1.4328 e+03$ | $1.4320 e+03$ | $1.4323 e+03$ | $1.4295 e+03$ |
|  | STD | $1.1467 e+01$ | $8.4718 e+00$ | $1.0819 e+01$ | $9.4488 e+00$ | $6.9137 e+00$ | $1.0805 \mathrm{e}+01$ | $1.3237 e+01$ | $9.0631 e+00$ | $8.6331 e+00$ | $8.6330 e+00$ | $1.1525 e+01$ |
|  | Rank | 4 | 10 | 7 | 5 | 11 | 1 | 3 | 9 | 6 | 8 | 2 |
| F15 | AVR | $1.5573 e+03$ | 1.5356e+03 | $1.5401 e+03$ | $1.5418 e+03$ | $1.5439 e+03$ | $1.5481 e+03$ | $1.5410 e+03$ | $1.5376 e+03$ | $1.5420 e+03$ | $1.5430 e+03$ | $1.5526 e+03$ |
|  | STD | $3.0839 e+01$ | 2.1224e +01 | $2.2568 e+01$ | $2.3977 e+01$ | $2.2210 e+01$ | $2.2863 e+01$ | $1.7578 e+01$ | $1.3704 e+01$ | $2.0407 e+01$ | $2.2085 e+01$ | $3.0445 e+01$ |
|  | Rank | 11 | 1 | 3 | 5 | 8 | 9 | 4 | 2 | 6 | 7 | 10 |
| F16 | AVR | $1.9930 e+03$ | $2.0421 e+03$ | $2.0203 e+03$ | $2.0142 e+03$ | $2.0354 e+03$ | $1.9937 e+03$ | $1.9835 \mathrm{e}+03$ | $1.9995 e+03$ | $2.0086 e+03$ | $1.9869 e+03$ | $2.0252 e+03$ |
|  | STD | $1.5728 e+02$ | $1.3105 e+02$ | $1.1378 e+02$ | $1.4453 e+02$ | $1.4568 e+02$ | $1.8854 e+02$ | $1.4366 \mathrm{e}+02$ | $1.4934 e+02$ | $1.6287 e+02$ | $1.3514 e+02$ | $1.7950 e+02$ |
|  | Rank | 3 | 11 | 8 | 7 | 10 | 4 | 1 | 5 | 6 | 2 | 9 |
| F17 | AVR | 1.7461e+03 | $1.7604 e+03$ | $1.7648 e+03$ | $1.7783 e+03$ | $1.7602 e+03$ | $1.7546 e+03$ | 1.7546e+03 | $1.7531 e+03$ | $1.7552 e+03$ | $1.7495 e+03$ | $1.7766 e+03$ |
|  | STD | $1.4228 \mathrm{e}+01$ | $2.5378 e+01$ | $4.1972 e+01$ | $4.3310 e+01$ | $3.9118 e+01$ | $2.6133 e+01$ | $2.0215 e+01$ | $2.6151 e+01$ | $3.5688 e+01$ | $2.5403 e+01$ | $4.9777 e+01$ |
|  | Rank | 1 | 8 | 9 | 11 | 7 | 4 | 5 | 3 | 6 | 2 | 10 |

Table 2 (continued).

| Fun/meas |  | MPA | FOCLMPA |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\delta=0.1$ | $\delta=0.2$ | $\delta=0.3$ | $\delta=0.4$ | $\delta=0.5$ | $\delta=0.6$ | $\delta=0.7$ | $\delta=0.8$ | $\delta=0.9$ | $\delta=1$ |
| F18 | AVR |  | $1.8439 e+03$ | $1.8432 e+03$ | $1.8418 e+03$ | $1.8457 e+03$ | $1.8423 e+03$ | $1.8403 e+03$ | 1.8387e+03 | $1.8489 e+03$ | $1.8430 e+03$ | $1.8434 e+03$ | $1.8411 e+03$ |
|  | STD | $1.4642 e+01$ | $1.3469 e+01$ | $1.0497 e+01$ | $1.4899 e+01$ | $1.2593 e+01$ | $1.0982 e+01$ | $1.0584 \mathrm{e}+01$ | $1.8318 e+01$ | $1.3553 e+01$ | $1.7826 e+01$ | $1.1840 e+01$ |
|  | Rank | 9 | 7 | 4 | 10 | 5 | 2 | 1 | 11 | 6 | 8 | 3 |
| F19 | AVR | $1.9140 e+03$ | $1.9138 e+03$ | $1.9154 e+03$ | $1.9164 e+03$ | $1.9157 e+03$ | $1.9148 e+03$ | $1.9138 e+03$ | $1.9157 e+03$ | $1.9158 e+03$ | $1.9152 e+03$ | $1.9134 \mathrm{e}+03$ |
|  | STD | $5.1073 e+00$ | $6.6201 e+00$ | $4.6604 e+00$ | $7.6117 e+00$ | $6.5928 e+00$ | $4.7328 e+00$ | $4.3963 e+00$ | $6.1989 e+00$ | $6.4665 e+00$ | $6.0369 e+00$ | $4.9193 \mathrm{e}+00$ |
|  | Rank | 4 | 3 | 7 | 11 | 9 | 5 | 2 | 8 | 10 | 6 | 1 |
| F20 | AVR | $2.1143 e+03$ | $2.0796 e+03$ | $2.0861 e+03$ | $2.0853 e+03$ | $2.0915 e+03$ | $2.0990 e+03$ | $2.0920 e+03$ | $2.0999 e+03$ | $2.0881 e+03$ | 2.0726e+03 | $2.0958 e+03$ |
|  | STD | $5.7427 e+01$ | $5.8461 e+01$ | $5.9638 e+01$ | $5.7795 e+01$ | $6.2264 e+01$ | $6.8593 e+01$ | $7.7316 e+01$ | $7.2517 e+01$ | $6.2920 e+01$ | 5.8326e +01 | $6.5142 e+01$ |
|  | Rank | $11$ | $2$ | $4$ | $3$ | $6$ | $9$ | $7$ | $10$ | 5 |  | 8 |
| F21 | AVR | $2.3432 e+03$ | $2.3340 e+03$ | $2.3371 e+03$ | $2.3316 e+03$ | $2.3261 \mathrm{e}+03$ | $2.3363 e+03$ | $2.3296 e+03$ | $2.3409 e+03$ | $2.3388 e+03$ | $2.3411 e+03$ | $2.3340 e+03$ |
|  | STD | $2.9699 e+01$ | $2.6740 e+01$ | $2.7071 e+01$ | $3.7102 e+01$ | $4.3784 \mathrm{e}+01$ | $2.7748 e+01$ | $3.6690 e+01$ | $1.1735 e+01$ | $2.8955 e+01$ | $1.4051 e+01$ | $2.6987 e+01$ |
|  | Rank | 11 | 4 | 7 | 3 | 1 | 6 | 2 | 9 | 8 | 10 | 5 |
| F22 | AVR | 2.3012e+03 | $2.3020 e+03$ | $2.3028 e+03$ | $2.3026 e+03$ | $2.3022 e+03$ | $2.3017 e+03$ | $2.3029 e+03$ | $2.3016 e+03$ | $2.3037 e+03$ | $2.3026 e+03$ | $2.3026 e+03$ |
|  | STD | $2.0066 \mathrm{e}+00$ | $3.4278 e+00$ | $3.9562 e+00$ | $3.9972 e+00$ | $3.1721 e+00$ | $2.9523 e+00$ | $3.8492 e+00$ | $3.2315 e+00$ | $3.8606 e+00$ | $4.2214 e+00$ | $3.5613 e+00$ |
|  | Rank | 1 | 4 | 9 | 6 | 5 | 3 | 10 | 2 | 11 | 8 | 7 |
| F23 | AVR | $2.6923 e+03$ | $2.6875 e+03$ | $2.6873 e+03$ | $2.6896 e+03$ | $2.6893 e+03$ | $2.6828 \mathrm{e}+03$ | $2.6892 e+03$ | $2.6873 e+03$ | $2.6885 e+03$ | $2.6911 e+03$ | $2.6921 e+03$ |
|  | STD | $1.6353 e+01$ | $1.6411 e+01$ | $1.3198 e+01$ | $1.7460 e+01$ | $1.1388 e+01$ | $4.7605 \mathrm{e}+01$ | $1.1342 e+01$ | $1.3767 e+01$ | $1.3461 e+01$ | $1.1131 e+01$ | $1.4549 e+01$ |
|  | Rank | 11 | 4 | 2 | 8 | 7 | 1 | 6 | 3 | 5 | 9 | 10 |
| F24 | AVR | $2.8757 e+03$ | $2.8658 e+03$ | $2.8665 e+03$ | $2.8671 e+03$ | $2.8681 e+03$ | $2.8691 e+03$ | $2.8713 e+03$ | $2.8708 e+03$ | $2.8673 e+03$ | $2.8716 e+03$ | $2.8657 \mathrm{e}+03$ |
|  | STD | $1.4745 e+01$ | $1.2503 e+01$ | $1.2271 e+01$ | $1.1451 e+01$ | $1.3855 e+01$ | $1.1328 e+01$ | $1.2674 e+01$ | $1.2704 e+01$ | $1.5504 e+01$ | $1.4533 e+01$ | 1.2146e+01 |
|  | Rank | 11 | 2 | 3 | 4 | 6 | 7 | 9 | 8 | 5 | 10 | 1 |
| F25 | AVR | $2.8905 e+03$ | $2.8953 e+03$ | $2.8888 \mathrm{e}+03$ | $2.8913 e+03$ | $2.8937 e+03$ | $2.8910 e+03$ | $2.8920 e+03$ | $2.8941 e+03$ | $2.8930 e+03$ | $2.8898 e+03$ | $2.8974 e+03$ |
|  | STD | $1.3997 e+01$ | $1.5050 e+01$ | $9.9018 \mathrm{e}+00$ | $1.2264 e+01$ | $1.5501 e+01$ | $1.2657 e+01$ | $1.1900 e+01$ | $1.3801 e+01$ | $1.5867 e+01$ | $8.8030 e+00$ | $1.8624 e+01$ |
|  | Rank | 3 | 10 | 1 | 5 | 8 | 4 | 6 | 9 | 7 | 2 | 11 |
| F26 | AVR | 2.9000e+03 | $3.1341 e+03$ | $3.1542 e+03$ | $3.2875 e+03$ | $3.1323 e+03$ | $3.2522 e+03$ | $3.1706 e+03$ | $3.0167 e+03$ | $3.0545 e+03$ | $3.2213 e+03$ | $3.1608 e+03$ |
|  | STD | 8.7330e-04 | $4.8293 e+02$ | $4.8878 e+02$ | $6.1330 e+02$ | $4.8578 e+02$ | $5.5272 e+02$ | $5.1347 e+02$ | $3.9252 e+02$ | $4.1282 e+02$ | $5.3814 e+02$ | $5.0549 e+02$ |
|  | Rank | 1 | 5 | $6$ | 11 | 4 | 10 | 8 | 2 | 3 | 9 | 7 |
| F27 | AVR | $3.2106 e+03$ | $3.2068 e+03$ | $3.2053 e+03$ | $3.2079 e+03$ | $3.2068 e+03$ | $3.2045 \mathrm{e}+03$ | $3.2070 e+03$ | $3.2054 e+03$ | $3.2088 e+03$ | $3.2082 e+03$ | $3.2078 e+03$ |
|  | STD | $1.1532 e+01$ | $9.9117 e+00$ | $1.1836 e+01$ | $9.8907 e+00$ | $1.2103 e+01$ | $1.0577 \mathrm{e}+01$ | $9.0193 e+00$ | $1.2105 e+01$ | $9.9765 e+00$ | $1.1763 e+01$ | $1.0635 e+01$ |
|  | Rank | 11 | 4 | 2 | 8 | 5 | 1 | 6 | 3 | 10 | 9 | 7 |
| F28 | AVR | 3.1477e+03 | $3.1733 e+03$ | $3.1930 e+03$ | $3.1702 e+03$ | $3.1810 e+03$ | $3.1695 e+03$ | $3.1976 e+03$ | $3.1953 e+03$ | $3.2024 e+03$ | $3.1733 e+03$ | $3.1817 e+03$ |
|  | STD | $5.4723 \mathrm{e}+01$ | $4.8940 e+01$ | $4.6249 e+01$ | $4.7892 e+01$ | $4.9633 e+01$ | $4.8031 e+01$ | $5.1812 e+01$ | $4.7571 e+01$ | $3.8326 e+01$ | $4.9182 e+01$ | $4.5198 e+01$ |
|  | Rank | 1 | 5 | 8 | 3 | 6 | 2 | 10 | 9 | 11 | 4 | 7 |
| F29 | AVR | 3.3771e+03 | $3.3897 e+03$ | $3.3949 e+03$ | $3.3779 e+03$ | $3.3828 e+03$ | $3.4030 e+03$ | $3.3779 e+03$ | $3.4015 e+03$ | $3.3978 e+03$ | $3.3992 e+03$ | $3.4021 e+03$ |
|  | STD | 5.1486e+01 | $4.9281 e+01$ | $7.9493 e+01$ | $4.6117 e+01$ | $6.1445 e+01$ | $7.5602 e+01$ | $6.7724 e+01$ | $6.7785 e+01$ | $4.5913 e+01$ | $7.4764 e+01$ | $6.2021 e+01$ |
|  | Rank | 1 | 5 | 6 | 2 | 4 | 11 | 3 | 9 | 7 | 8 | 10 |
| F30 | AVR | $5.3946 e+03$ | $5.4466 e+03$ | $5.3748 e+03$ | $5.3764 e+03$ | $5.4520 e+03$ | $5.4090 e+03$ | 5.2930e+03 | $5.3684 e+03$ | $5.4422 e+03$ | $5.3354 e+03$ | $5.3013 e+03$ |
|  | STD | $3.6332 e+02$ | $5.0208 e+02$ | $3.9761 e+02$ | $3.1982 e+02$ | $3.5016 e+02$ | $3.5111 e+02$ | $2.7515 \mathrm{e}+02$ | $3.8509 e+02$ | $4.3920 e+02$ | $3.3494 e+02$ | $3.3724 e+02$ |
|  | Rank | 7 | 10 | 5 | 6 | 11 | 8 | 1 | 4 | 9 | 3 | 2 |
|  | AVR rank | 6.1786 | 6.1071 | 5.5357 | 6.4643 | 7.0357 | 4.7143 | 5 | 5.9643 | 6.6786 | 6.3214 | 6 |

### 3.2. Stability test

In this section, the stability of the proposed FOCLMPA at the recommended $\delta=0.55$ (viewed as FOCLMPA) has been evaluated while handling 50 dimensional CEC2017 benchmark functions. Moreover, the FOCLMPA has been compared with well-regarded state-of-the-art algorithms including the basic MPA [7], Artificial ecosystem-based optimization (AEO) [30], Slime mould algorithm (SMA) [31], Manta ray foraging optimization (MRFO) [32], Sine-cosine algorithm (SCA) [33], comprehensive learning particle swarm optimizer [15], as well as the basic Particle swarm optimizer [34] and Differential evolution with composite trial vector generation strategies (CODE) [35]. The algorithms have executed with the maximum number of evaluation function is 10000DIM ( $\mathrm{DIM}=50$ ) and the search agents is 30 for independent runs of 30 [28]. The average and STD of the utilized problems and ranking values of the implemented algorithms have been illustrated as in the Table 3. The $p$-values, and the null hypothesis test based on non-parametric Wilcoxon sum-rank test at 0.05 significant level have been performed in Table 4 to show the pairwise comparison among the FOCLMPA and the other contests. Moreover, the three signs of $(+/-/=)$ have been listed at the last row in Table 4 to show the number of the functions which the FOCLMPA has a superiority ( + ) performance, the FOCLMPA has the same behaviour in comparison with the other contest ( $=$ ) and the number of functions where the FOCLMPA has located in the inferior.

The attained AVR, STD and rank values in Table 3 show that the proposed FOCLMPA offers the highest qualified results in the majority of these functions especially while dealing with the multimodal (F5), hybrid (F14,F15,F16,F17,F18,F20), and composition functions (F21, F23, F24, F28, F29, F30). Therefore, the FOCLMPA has the least average rank whilst the MPA occupied the second position with achieving the best performance for only two functions (F22, F12) out of these testbed functions. This observation confirms the efficient exploration and exploitation abilities of the proposed FOCLMPA in discovering the search domain, exploiting the optimal solutions accurately and avoiding the many local optima such in the high dimensional composition functions. Table 4 displays pairwise comparison among the FOCLPMA and the other peers in the basis of the $p$-values, and the null hypothesis test using non-parametric Wilcoxon sum-rank test at 0.05 significant level. The pairwise comparison approves the significant difference between the proposed FOCLMPO and the other counterparts in favour of the proposed FOCLMPA as the $p$-values are less than 0.05 in most of the cases. The FOCLMPA considered the best variant in 16 functions in comparing with MPA, and shows a high success in comparing with AEO, SMA, MRFO, SCA, CLPSO, PSO and CODE as it recognized as the best algorithm for more than 22 functions with respect to these techniques. This observation states that FOCLMPA can be recognized as one of the reliable and the stable algorithms.

The second part of the analysis is the convergence speed of the proposed FOCLMPA, therefore the mean convergence curves of the FOCLMPA have been appraised in comparison with the other state-of-the-art techniques as in Fig. 4 while dealing with 50 dimensional CEC2017 functions. By inspecting the curves, one can see that the SCA exposes an observable stagnation over all the implemented functions. For the AEO, SMA, and MRFO techniques, they trapped in a local solution of the majority of the functions. The FOCLMPA exhibits a high balance among the exploration and exploitation phases as it has an ability to discover and exploit the optimal solution in fastest response in comparing with the other peers in the cases of the multimodal, hybrid, and composition functions as in functions of F5, F8, F16, F21, F23, F27 and F30. Accordingly, we can detect that, combining the CL
approach in the exploration stage enhanced the diversity of the search agents and boosts their ability in discovering the search landscape meanwhile, integrating the memory properties of FC boosts exploitation the best solutions and helped in avoiding trapping in the local solutions.

### 3.3. Valuation FOCLMPA with utilizing CEC2020

In this section the recommended variant of FOCLMPA has been examined with the recent suite of the CEC that include ten functions of CEC2020. The studied dimensions of this section are 5 and 20, the specifications of the considered functions set are reported in Table 5. The number of evaluation function is tuned based on the CEC2020 report where for dimensions 5 and 20, the utilized number of evaluations function (NEF) are 50000 and 10000000 , respectively [29], the utilized population size (30). The FOCLMPA 0.55 has been compared with MPA, MRFO, AEO, SMA, HHO, PSO, and CODE. Each algorithm has been implemented for 30 independent runs. The best, AVR, worst, and STD values as well as algorithms ranking values have been carried out as presented in Tables 6 and 7 to provide a meaningful statistical comparison between the FOCLMPA $0_{0.55}$ and the other considered techniques. The best, AVR, Worst and STD results (see Table 6) illustrate that the FOCLMPA offers the least mean values for seven functions of 5 dimensional benchmarks and five functions of 20 dimensional benchmarks whereas the MPA has the same feature for only one function in the cases of 5 and 20 dimensional benchmarks. Moreover, the results of the other counterparts confirmed the quality of the FOCLMPA while dealing with these set of the test functions. To assign the FOCLMPA final rank across the considered functions, Table 7 exhibits the rank values of the implemented algorithms and the average value of the occupied ranks have been computed. The rank values state that the FOCLMPA has an efficient performance on comparison with the other peers.

### 3.4. Real application: Engineering optimization problems

In this section, the developed model is applied to solve four real-world engineering problems including welded beam design, tension/compression spring design, pressure vessel design, and rolling element bearing design. However, these are constraint optimization problems, for that reason in this article is used the following formula (following [37]) to handle with the constraints.
$f(X)=f(X) \sum_{j=1}^{m} P e_{j} \max \left\{g_{i}(X), 0\right\}+\sum_{k=1}^{n} P e_{k} \max \left\{\left|h_{k}(X)-\varepsilon\right|, 0\right\}$
In Eq. (24), $P e_{j}$ and $P e_{k}$ denote the cost functions. $\varepsilon=1 e-$ 6 denotes the error of equilibrium constraints. This method is simple and less computationally than other methods.

### 3.4.1. Welded beam design (WBD) problem

In this minimization problem for the fabrication of a welded bean, the objective function is the fabrication costs. Moreover, several constraints are considered to find the value of the parameters that reduce this cost (see Fig. 5). The constraints include : (I) Shear stress ( $\tau$ ) (II) Bending stress in the beam ( $\sigma$ ) (III) Buckling load on the bar $\left(P_{c}\right)$ (IV) End deflection of the beam ( $\gamma$ ) (V) Side constraints. The WBD has four unknown parameters that are the thickness of the bar $(b)$, the length of the attached part of the bar $(l)$, thickness of weld ( $h$ ), and the height of the bar $(t)$ [38]. The

Table 3
Comparison of simulation results of MPA and FOCLMPA recommended variant for 50 dimensional CEC17.

| Fun | meas | FOCLMPA | MPA | AEO | SMA | MRFO | SCA | CLPSO | PSO | CODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F3 | AVR | $3.0029 e+02$ | $3.0044 e+02$ | $3.0000 e+02$ | $3.0052 e+02$ | $3.0061 e+02$ | $9.9394 e+04$ | $7.2894 e+04$ | $1.1823 e+04$ | $1.1823 e+04$ |
|  | STD | 1.5104e-01 | 3.9042e-01 | $2.5415 e-03$ | 3.3306e-01 | $1.4242 e+00$ | $1.1904 e+04$ | $1.1351 e+04$ | $3.6550 e+03$ | $3.6550 e+03$ |
|  | Rank | 2 | 3 | 1 | 4 | 5 | 9 | 8 | 6 | 7 |
| F4 | AVR | $4.8174 e+02$ | $5.0861 e+02$ | $5.1206 e+02$ | $5.4940 e+02$ | $4.6152 e+02$ | $6.1270 e+03$ | $4.6808 e+02$ | $6.9121 e+02$ | $6.9121 e+02$ |
|  | STD | $4.3720 e+01$ | $4.0752 e+01$ | $4.5122 e+01$ | $5.3517 e+01$ | $4.5205 e+01$ | $1.0654 e+03$ | $2.4191 e+01$ | $7.7460 e+01$ | $7.7460 e+01$ |
|  | Rank | 3 | 4 | 5 | 6 | 1 | 9 | 2 | 7 | 8 |
| F5 | AVR | $5.9991 e+02$ | $6.9803 e+02$ | $8.0105 e+02$ | $7.0992 e+02$ | $8.2425 e+02$ | $1.0504 e+03$ | $6.1135 e+02$ | $6.3764 e+02$ | $6.3764 e+02$ |
|  | STD | $1.1838 e+01$ | $3.1293 e+01$ | $4.4076 e+01$ | $4.3070 e+01$ | $3.9911 e+01$ | $3.6468 e+01$ | $1.2489 e+01$ | $2.9924 e+01$ | $2.9924 e+01$ |
|  | Rank | 1 | 5 | 7 | 6 | 8 | 9 | 2 | 3 | 4 |
| F6 | AVR | $6.0323 e+02$ | $6.0313 e+02$ | $6.2416 e+02$ | $6.0575 e+02$ | $6.4765 e+02$ | $6.6731 e+02$ | $6.0000 e+02$ | $6.0121 e+02$ | $6.0121 e+02$ |
|  | STD | $8.8872 e-01$ | $1.1792 e+00$ | $5.6979 e+00$ | $2.2689 e+00$ | $1.1227 e+01$ | $4.6816 e+00$ | $2.2041 e-13$ | 7.6182e-01 | 7.6182e-01 |
|  | Rank | 5 | 4 | 7 | 6 | 8 | 9 | 1 | 2 | 3 |
| F7 | AVR | $9.8600 e+02$ | $1.0328 e+03$ | $1.3479 e+03$ | $9.8578 e+02$ | $1.4977 e+03$ | $1.6168 e+03$ | $8.6817 e+02$ | $9.4995 e+02$ | $9.4995 e+02$ |
|  | STD | $3.3573 e+01$ | $5.9938 e+01$ | $1.1239 e+02$ | $4.6819 e+01$ | $1.3581 e+02$ | $6.7756 e+01$ | $1.4195 e+01$ | $4.9071{ }^{\text {e }}+01$ | $4.9071 e+01$ |
|  | Rank | 5 | 6 | 7 | 4 | 8 | 9 | 1 | 2 | 3 |
| F8 | AVR | $9.0052 e+02$ | $9.9675 e+02$ | $1.0999 e+03$ | $9.8827 e+02$ | $1.1382 e+03$ | $1.3551 e+03$ | $9.1739 e+02$ | $9.4820 e+02$ | $9.4820 e+02$ |
|  | STD | $1.1531 e+01$ | $3.9440 e+01$ | $4.7281 e+01$ | $4.5826 e+01$ | $4.4933 e+01$ | $2.9863 e+01$ | $1.3941 e+01$ | $2.3206 e+01$ | $2.3206 e+01$ |
|  | Rank | 1 | 6 | 7 | 5 | 8 | 9 | 2 | 3 | 4 |
| F9 | AVR | $2.1533 e+03$ | $2.5333 e+03$ | $1.0008 e+04$ | $8.8045 e+03$ | $1.0262 e+04$ | $2.1617 e+04$ | $2.0965 e+03$ | $1.7962 e+03$ | $1.7962 e+03$ |
|  | STD | $2.7197 e+02$ | $4.2415 e+02$ | $1.9496 e+03$ | $4.1619 e+03$ | $2.1798 e+03$ | $3.6272 e+03$ | $4.6092 e+02$ | $1.0520 e+03$ | $1.0520 e+03$ |
|  | Rank | 3 | 4 | 6 | 5 | 7 | 8 | 2 | 1 | 1 |
| F10 | AVR | $6.0252 e+03$ | $5.8260 e+03$ | $7.3697 e+03$ | $7.3335 e+03$ | $7.4781 e+03$ | $1.4244 e+04$ | $5.1440 e+03$ | $6.9984 e+03$ | $6.9984 e+03$ |
|  | STD | $4.4183 e+02$ | $7.6416 e+02$ | $1.0055 e+03$ | $8.1754 e+02$ | $8.6425 e+02$ | $4.5982 e+02$ | $3.9942 e+02$ | $1.3399 e+03$ | $1.3399 e+03$ |
|  | Rank | 3 | 2 | 7 | 6 | 8 | 9 | 1 | 4 | 5 |
| F11 | AVR | $1.2831 e+03$ | $1.2869 e+03$ | $1.2541 e+03$ | $1.3906 e+03$ | $1.2504 e+03$ | $5.7885 e+03$ | $1.2075 e+03$ | $1.3255 e+03$ | $1.3255 e+03$ |
|  | STD | $3.8052 e+01$ | $4.3040 e+01$ | $3.7379 e+01$ | $7.2417 e+01$ | $2.8364 e+01$ | $1.2348 e+03$ | $3.2684 e+01$ | $6.8586 e+01$ | $6.8586 e+01$ |
|  | Rank | 4 | 5 | 3 | 8 | 2 | 9 | 1 | 6 | 7 |
| F12 | AVR | $1.7695 e+06$ | $3.0396 e+06$ | $2.3559 e+05$ | $5.6105 e+06$ | $1.1986 e+05$ | $1.1583 e+10$ | $3.0759 e+06$ | $2.7271 e+06$ | $2.7271 e+06$ |
|  | STD | $8.2152 e+05$ | $1.9795 e+06$ | $1.3700 e+05$ | $3.3639 e+06$ | $5.4176 e+04$ | $2.2134 e+09$ | $1.6352 e+06$ | $2.5234 e+06$ | $2.5234 e+06$ |
|  | Rank | 3 | 6 | 2 | 8 | 1 | 9 | 7 | 4 | 5 |
| F13 | AVR | $3.2148 e+03$ | $6.0259 e+03$ | $8.0892 e+03$ | $3.5581 e+04$ | $5.4121 e+03$ | $2.6048 e+09$ | $1.7941 e+03$ | $7.0926 e+03$ | $7.0926 e+03$ |
|  | STD | $1.3561 e+03$ | $4.8481 e+03$ | $5.4013 e+03$ | $9.0619 e+03$ | $4.8026 e+03$ | $9.6863 e+08$ | $1.5857 e+02$ | $6.8538 e+03$ | $6.8538 e+03$ |
|  | Rank | 2 | 4 | 7 | 8 | 3 | 9 | 1 | 5 | 6 |
| F14 | AVR | $1.4886 e+03$ | $1.5037 e+03$ | $4.9568 e+03$ | $1.2329 e+05$ | $6.2703 e+03$ | $2.0975 e+06$ | $4.3151 e+05$ | $8.7627 e+04$ | $8.7627 e+04$ |
|  | STD | $1.3916 e+01$ | $2.1113 e+01$ | $3.2941 e+03$ | $8.1386 e+04$ | $5.0191 e+03$ | $9.9705 e+05$ | $2.7439 e+05$ | $8.2944 e+04$ | $8.2944 e+04$ |
|  | Rank | 1 | 2 | 3 | 7 | 4 | 9 | 8 | 5 | 6 |
| F15 | AVR | $1.6851 e+03$ | $1.7732 e+03$ | $7.5949 e+03$ | $2.6560 e+04$ | $1.0394 e+04$ | $2.9286 e+08$ | $1.8515 e+03$ | $8.1477 e+03$ | $8.1477 e+03$ |
|  | STD | $4.8928 e+01$ | $1.1364 e+02$ | $6.0860 e+03$ | $7.0281 e+03$ | $6.3665 e+03$ | $1.0403 e+08$ | $4.6601 e+02$ | $7.2640 e+03$ | $7.2640 e+03$ |
|  | Rank | 1 | 2 | 4 | 8 | 7 | 9 | 3 | 5 | 6 |
| F16 | AVR | $2.4880 e+03$ | $2.6431 e+03$ | $3.6353 e+03$ | $3.2517 e+03$ | $3.3603 e+03$ | $5.3052 e+03$ | $2.7548 e+03$ | $2.9107 e+03$ | $2.9107 e+03$ |
|  | STD | $1.7604 e+02$ | $2.9166 e+02$ | $4.1674 e+02$ | $3.0762 e+02$ | $4.3163 e+02$ | $3.0528 e+02$ | $1.8429 e+02$ | $3.5018 e+02$ | $3.5018 e+02$ |
|  | Rank | 1 | 2 | 8 | 6 | 7 | 9 | 3 | 4 | 5 |
| F17 | AVR | $2.2815 e+03$ | $2.4302 e+03$ | $3.1564 e+03$ | $3.1007 e+03$ | $3.2171 e+03$ | $4.1876 e+03$ | $2.4892 e+03$ | $2.7561 e+03$ | $2.7561 e+03$ |
|  | STD | $1.3080 e+02$ | $1.3871 e+02$ | $3.6787 e+02$ | $3.8834 e+02$ | $3.5632 e+02$ | $2.6119 e+02$ | $1.4235 e+02$ | $3.4257 e+02$ | $3.4257 e+02$ |
|  | Rank | 1 | 2 | 7 | 6 | 8 | 9 | 3 | 4 | 5 |
| F18 | AVR | $4.4436 e+03$ | $5.4092 e+03$ | $1.1698 e+04$ | $6.5200 e+05$ | $6.2117 e+04$ | $1.2694 e+07$ | $7.3209 e+05$ | $1.4151 e+06$ | $1.4151 e+06$ |
|  | STD | $1.3821 e+03$ | $1.8671 e+03$ | $6.4595 e+03$ | $3.7436 e+05$ | $3.1235 e+04$ | $5.8121 e+06$ | $4.1677 e+05$ | $1.5271 e+06$ | $1.5271 e+06$ |
|  | Rank | 1 | 2 | 3 | 5 | 4 | 9 | 6 | 7 | 8 |
| F19 | AVR | $1.9843 e+03$ | $2.0109 e+03$ | $1.5851 e+04$ | $1.1180 e+04$ | $1.6594 e+04$ | $2.2395 e+08$ | $2.1751 e+03$ | $1.1636 e+04$ | $1.1636 e+04$ |
|  | STD | $2.5499 e+01$ | $6.1318 e+01$ | $1.0797 e+04$ | $1.4291 e+04$ | $8.6516 e+03$ | $9.1237 e+07$ | $5.1407 e+02$ | $1.3499 e+04$ | $1.3499 e+04$ |
|  | Rank | 1 | 2 | 7 | 4 | 8 | 9 | 3 | 5 | 6 |
| F20 | AVR | $2.3643 e+03$ | $2.3737 e+03$ | $3.0632 e+03$ | $2.9847 e+03$ | $3.2555 e+03$ | $3.8064 e+03$ | $2.6232 e+03$ | $2.7640 e+03$ | $2.7640 e+03$ |
|  | STD | $8.0457 e+01$ | $1.4721 e+02$ | $2.5864 e+02$ | $2.6650 e+02$ | $2.8232 e+02$ | $1.6369 e+02$ | $1.8683 e+02$ | $3.5288 e+02$ | $3.5288 e+02$ |
|  | Rank | 1 | 2 | 7 | 6 | 8 | 9 | 3 | 4 | 5 |
| F21 | AVR | $2.3938 e+03$ | $2.4244 e+03$ | $2.5967 e+03$ | $2.5004 e+03$ | $2.5924 e+03$ | $2.8595 e+03$ | $2.4096 e+03$ | $2.4284 e+03$ | $2.4284 e+03$ |
|  | STD | $1.5349 e+01$ | $2.5095 e+01$ | $5.1341 e+01$ | $4.8130 e+01$ | $5.9981 e+01$ | $3.2544 e+01$ | $2.3310 e+01$ | $2.6054 e+01$ | $2.6054 e+01$ |
|  | Rank | 1 | 3 | 8 | 6 | 7 | 9 | 2 | 4 | 5 |
| F22 | AVR | $5.8277 e+03$ | $3.2491 e+03$ | $9.1708 e+03$ | $8.5906 e+03$ | $9.7202 e+03$ | $1.5891 e+04$ | $7.1608 e+03$ | $8.6909 e+03$ | $8.6909 e+03$ |
|  | STD | $2.7532 e+03$ | $2.1767 e+03$ | $1.5673 e+03$ | $8.8234 e+02$ | $1.6942 e+03$ | $4.7132 e+02$ | $9.6858 e+02$ | $1.5935 e+03$ | $1.5935 e+03$ |
|  | Rank | 2 | 1 | 7 | 4 | 8 | 9 | 3 | 5 | 6 |
| F23 | AVR | $2.8301 e+03$ | $2.8523 e+03$ | $3.1845 e+03$ | $2.9374 e+03$ | $3.1530 e+03$ | $3.4842 e+03$ | $2.8600 e+03$ | $2.8589 e+03$ | $2.8589 e+03$ |
|  | STD | 1.8998 e+01 | $3.2472 e+01$ | $9.9116 e+01$ | $3.7229 e+01$ | $1.2025 e+02$ | $4.8709 e+01$ | $1.8621 e+01$ | $2.3081 e+01$ | $2.3081 e+01$ |
|  | Rank | 1 | 2 | 8 | 6 | 7 | 9 | 5 | 3 | 4 |
| F24 | AVR | $3.0161 e+03$ | $3.0266 e+03$ | $3.4211 e+03$ | $3.0837 e+03$ | $3.3588 e+03$ | $3.6662 e+03$ | $3.1490 e+03$ | $3.1199 e+03$ | $3.1199 e+03$ |
|  | STD | $1.7191 e+01$ | $3.0253 e+01$ | $1.1719 e+02$ | $3.3313 e+01$ | $1.2714 e+02$ | $5.4666 e+01$ | $3.0986 e+01$ | $1.2851 e+02$ | $1.2851 e+02$ |
|  | Rank | 1 | 2 | 8 | 3 | 7 | 9 | 6 | 4 | 5 |


| Fun | meas | FOCLMPA | MPA | AEO | SMA | MRFO | SCA | CLPSO | PSO | CODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F25 | AVR | $3.0208 e+03$ | $3.0427 e+03$ | $3.0580 e+03$ | $3.0272 e+03$ | $3.0624 e+03$ | $5.9049 e+03$ | $3.0284 e+03$ | $3.1182 e+03$ | $3.1182 e+03$ |
|  | STD | $3.6641 e+01$ | $3.7884 e+01$ | $3.8696 e+01$ | $3.9176 e+01$ | $4.0919 e+01$ | $5.0403 e+02$ | $1.4688 e+01$ | $4.6437 e+01$ | $4.6437 e+01$ |
|  | Rank | 1 | 4 | 5 | 2 | 6 | 9 | 3 | 7 | 8 |
| F26 | AVR | $5.0210 e+03$ | $3.7282 e+03$ | $7.1655 e+03$ | $5.6094 e+03$ | $7.1147 e+03$ | $1.1454 e+04$ | $4.6057 e+03$ | $5.2261 e+03$ | $5.2261 e+03$ |
|  | STD | $4.3838 e+02$ | $1.2167 e+03$ | $3.4366 e+03$ | $8.4608 e+02$ | $3.9328 e+03$ | $4.7080 e+02$ | $7.6932 e+02$ | $3.5855 e+02$ | $3.5855 e+02$ |
|  | Rank | 3 | 1 | 8 | 6 | 7 | 9 | 2 | 4 | 5 |
| F27 | AVR | $3.3358 e+03$ | $3.3815 e+03$ | $3.8471 e+03$ | $3.3638 e+03$ | $3.7284 e+03$ | $4.3405 e+03$ | $3.3199 e+03$ | $3.4086 e+03$ | $3.4086 e+03$ |
|  | STD | $4.9625 e+01$ | $8.5921 e+01$ | $1.7701 e+02$ | $6.6761 e+01$ | $2.0288 e+02$ | $1.6679 e+02$ | $2.4788 e+01$ | $6.8591 e+01$ | $6.8591 e+01$ |
|  | Rank | 2 | 4 | 8 | 3 | 7 | 9 | 1 | 5 | 6 |
| F28 | AVR | $3.2868 e+03$ | $3.2996 e+03$ | $3.3056 e+03$ | $3.3093 e+03$ | $3.2984 e+03$ | $6.2943 e+03$ | $3.3087 e+03$ | $3.3430 e+03$ | $3.3430 e+03$ |
|  | STD | $1.9098 e+01$ | $3.2796 e+01$ | $2.4694 e+01$ | $2.2196 e+01$ | $3.4640 e+01$ | $4.6024 e+02$ | $1.1005 e+01$ | $4.2886 e+01$ | $4.2886 e+01$ |
|  | Rank | 1 | 3 | 4 | 6 | 2 | 9 | 5 | 7 | 8 |
| F29 | AVR | $3.5597 e+03$ | $3.6236 e+03$ | $4.6092 e+03$ | $4.3452 e+03$ | $4.6241 e+03$ | $7.1443 e+03$ | $3.6548 e+03$ | $3.8221 e+03$ | $3.8221 e+03$ |
|  | STD | $1.1291 e+02$ | $1.6515 e+02$ | $2.7624 e+02$ | $2.3220 e+02$ | $3.1504 e+02$ | $5.9274 e+02$ | $1.4236 e+02$ | $2.4027 e+02$ | $2.4027 e+02$ |
|  | Rank | 1 | 2 | 7 | 6 | 8 | 9 | 3 | 4 | 5 |
| F30 | AVR | $6.5570 e+05$ | $6.8247 e+05$ | $1.1993 e+06$ | $1.6586 e+06$ | $9.0097 e+05$ | $5.6755 e+08$ | $7.2837 e+05$ | $2.4672 e+06$ | $2.4672 e+06$ |
|  | STD | $4.2720 e+04$ | $1.0067 e+05$ | $3.1607 e+05$ | $3.0622 e+05$ | $1.2016 e+05$ | $1.8583 e+08$ | $5.5434 e+04$ | $6.2579 e+05$ | $6.2579 e+05$ |
|  | Rank | 1 | 2 | 5 | 6 | 4 | 9 | 3 | 7 | 8 |
|  | Average rank | 1.7667 | 2.9000 | 5.5333 | 5.2000 | 5.6000 | 8.3667 | 3.0000 | 4.2333 | 5.1333 |

WBD problem is formulated as:

$$
\begin{array}{cl}
\text { Consider } & \vec{u}=\left[u_{1} u_{2} u_{3} u_{4}\right]=[h l t b], \\
\text { Minimize } & f(\vec{u})=1.10471 u_{1}^{2} u_{2}+0.04811 u_{3} u_{4}\left(14.0+u_{2}\right), \\
\text { Subject to } & g_{1}(\vec{u})=\tau(\vec{u})-\tau_{\max } \leqslant 0, \\
& g_{2}(\vec{u})=\sigma(\vec{u})-\gamma_{\max } \leqslant 0, \\
& g_{3}(\vec{u})=\gamma(\vec{u})-\gamma_{\max } \leqslant 0, \\
& g_{4}(\vec{u})=u_{1}-u_{4} \leqslant 0, \\
& g_{5}(\vec{u})=P-P_{c}(\vec{u}) \leqslant 0, \\
& g_{6}(\vec{u})=0.125-u_{1} \leqslant 0, \\
& g_{7}(\vec{u})=1.10471 u_{1}^{2}+0.04811 u_{3} u_{4}\left(14.0+u_{2}\right) \\
& -5.0 \leqslant 0
\end{array}
$$

Variables range $0.1 \leqslant u_{1} \leqslant 2$,
$0.1 \leqslant u_{2} \leqslant 10$,
$0.1 \leqslant u_{3} \leqslant 10$,

$$
0.1 \leqslant u_{4} \leqslant 2
$$

where $\tau(\vec{u})=\sqrt{(\tau)^{2}+2 \tau \tau \frac{u_{2}}{2 R}+(\tau)^{2}}$,
$\tau=\frac{p}{\sqrt{2 u_{1} u_{2}}}, \quad \tau=\frac{M R}{J}$,
$M=P\left(L+\frac{u_{2}}{2}\right)$,
$R=\sqrt{\frac{u_{2}^{2}}{4}+\left(\frac{u_{1}+u_{3}}{2}\right)^{2}}$,
$J=2\left\{\sqrt{2 u_{1} u_{2}}\left[\frac{u_{2}^{2}}{4}+\left(\frac{u_{1}+u_{3}}{2}\right)^{2}\right]\right\}$,
$\sigma(\vec{u})=\frac{6 P L}{u_{4} u_{3}^{2}}, \quad \gamma(\vec{u})=\frac{6 P L^{3}}{E u_{3}^{2} u_{4}}$
$P_{c}(\vec{u})=\frac{\sqrt[4.013 E]{\frac{u_{3}^{2} u_{4}^{6}}{36}}}{L^{2}}\left(1-\frac{u_{3}}{2 L} \sqrt{\frac{E}{4 G}}\right)$,
$P=6000 \mathrm{lb}, L=14 \mathrm{in} ., \quad \gamma_{\max }=0.25 \mathrm{in}$.,
$E=30 \times 1^{6} \mathrm{psi}, \quad G=12 \times 10^{6} \mathrm{psi}$,
$\tau_{\max }=13600 \mathrm{psi}, \quad \sigma_{\max }=30000 \mathrm{psi}$

The results of the developed FOCLMPA are compared with other MA collected from literature. For example, MVO [39], Ray optimization (RO) [40], Harmony search (HS) [41], Coevolutionary particle swarm optimization (CPSO) [42], Genetic algorithm (GA) [43], Davidon-Fletcher-Powell (DAVID) and Simplex method (SIMPLEX) [44], Whale optimization algorithm (WOA) [45], Gravitational search algorithm (GSA) [46], and Improved grasshopper optimization algorithm using opposition-based learning (OBLGOA) [47].

The comparison results are given in Table 8. It can be seen from this table that the FOCLMPA, with standard deviation $3.69 \mathrm{e}-07$, has high ability to find the optimal parameters that reduce the fabrication costs overall other MA techniques. Followed by OBLGOA that allocates the second rank.

### 3.4.2. Tension/compression spring design problem

The tension/compression spring design (TCSD) problem aims to find the value of three parameters named the wire diameter (d), mean coil diameter ( $D$ ) of a spring that achieves minimum spring weight, and number of active coils ( $N$ ) (see Fig. 6). The TCSD optimization problem is subjected to some constraints such as surge frequency, shear stress, and minimum deflection [50]. The mathematical definition of TCSD problem is given as:

$$
\begin{array}{cl}
\text { Consider } & \vec{u}=\left[u_{1} u_{2} u_{3}\right]=[d D N], \\
\text { Minimize } & f(\vec{u})=\left(u_{3}+2\right) u_{2} u_{1}^{2}, \\
\text { Subject to } & g_{1}(\vec{u})=1-\frac{u_{2}^{3} u_{3}}{71785 u_{1}^{4}} \leqslant 0, \\
& g_{2}(\vec{u})=\frac{4 u_{2}^{2}-u_{1} u_{2}}{12566\left(u_{2} u_{1}^{3}-u_{1}^{4}\right)}+\frac{1}{5108 u_{1}^{2}} \leqslant 0, \\
& g_{3}(\vec{u})=1-\frac{140.45 u_{1}}{u_{2}^{2} u_{3}} \leqslant 0,  \tag{26}\\
& g_{4}(\vec{u})=\frac{u_{1}+u_{2}}{1.5}-1 \leqslant 0, \\
\text { Variables range } & 0.05 \leqslant u_{1} \leqslant 2 \\
& 0.25 \leqslant u_{2} \leqslant 1.30 \\
& 2.00 \leqslant u_{3} \leqslant 15
\end{array}
$$

The developed FOCLMPA is compared with Improved grasshopper optimization algorithm using opposition-based learning (OBLGOA) [47], CPSO [42], Evolutionary strategies (ES)

Table 4
The P-values based on Wilcoxon rank-sum for FOCLMPA versus the other algorithms 50 dimensional CEC17.

| Fun | meas | MPA | AEO | SMA | MRFO | SCA | CLPSO | PSO | CODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F3 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 0.29047 \\ & 0 \end{aligned}$ | $3.0199 e-11$ | $\begin{aligned} & 0.00039881 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.37904 \\ & 0 \end{aligned}$ | $3.0199 e-11$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $3.0199 e-11$ | $3.0199 e-11$ |
| F4 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 0.036439 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.019112 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.0023 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.061452 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.099253 \\ & 0 \end{aligned}$ | $\begin{aligned} & 7.3891 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 7.3891 e-11 \\ & 1 \end{aligned}$ |
| F5 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0035012 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.3594 e-07 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.3594 e-07 \\ & 1 \end{aligned}$ |
| F6 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 0.71719 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 7.695 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 6.4328 e-12 \\ & 1 \end{aligned}$ | $\begin{aligned} & 4.998 e-09 \\ & 1 \end{aligned}$ | $\begin{aligned} & 4.998 e-09 \\ & 1 \end{aligned}$ |
| F7 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.00238 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.9 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.00072951 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.00072951 \\ & 1 \end{aligned}$ |
| F8 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 4.0772 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 4.5043 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 5.8569 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.891 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.891 e-10 \\ & 1 \end{aligned}$ |
| F9 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.00018916 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.68432 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1.0188 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.0188 e-05 \\ & 1 \end{aligned}$ |
| F10 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 0.082357 \\ & 0 \end{aligned}$ | $1.5964 e-07$ | $8.3486 e-08$ | $\begin{aligned} & 6.722 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0161 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.6015 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 9.2113 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 9.2113 e-05 \\ & 1 \end{aligned}$ |
| F11 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.59969 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0.0083146 \\ & 1 \end{aligned}$ | $\begin{aligned} & 7.695 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0017666 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 7.1152 e-09 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0030339 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0030339 \\ & 1 \end{aligned}$ |
| F12 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.0044272 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.2057 e-10 \\ & 1 \end{aligned}$ | $1.6057 e-06$ | $3.3384 e-11$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0027545 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.29727 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0.29727 \\ & 0 \end{aligned}$ |
| F13 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 0.055546 \\ & 0 \end{aligned}$ | $2.154 e-06$ | $3.0199 e-11$ | $\begin{aligned} & 0.6204 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.8202 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.029205 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.029205 \\ & 1 \end{aligned}$ |
| F14 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.0038481 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0161 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ |
| F15 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.00033679 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.6132 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.66273 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8.0927 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.0927 e-10 \\ & 1 \end{aligned}$ |
| F16 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.039167 \\ & 1 \end{aligned}$ | $\begin{aligned} & 6.0658 e-11 \\ & 1 \end{aligned}$ | $4.0772 e-11$ | $\begin{aligned} & 1.7769 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.3853 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.4918 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.4918 e-06 \\ & 1 \end{aligned}$ |
| F17 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.00042175 \\ & 1 \end{aligned}$ | $\begin{aligned} & 6.6955 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.3384 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.838 e-07 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.6015 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.6015 e-08 \\ & 1 \end{aligned}$ |
| F18 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.05012 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1.8567 e-09 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ |
| F19 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.099258 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.0185 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.0105 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.0105 e-08 \\ & 1 \end{aligned}$ |
| F20 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.8883 \\ & 0 \end{aligned}$ | $\begin{aligned} & 9.9186 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 9.9186 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 7.5965 e-07 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.4727 e-07 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.4727 e-07 \\ & 1 \end{aligned}$ |
| F21 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 5.462 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.0937 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0161 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.5292 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.5721 e-07 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.5721 e-07 \\ & 1 \end{aligned}$ |
| F22 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.0011143 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.352 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.729 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.287 e-09 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0161 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.61001 \\ & 0 \end{aligned}$ | $\begin{aligned} & 2.7726 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.7726 e-05 \\ & 1 \end{aligned}$ |
| F23 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.007959 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.1959 e-07 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.8829 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.8829 e-06 \\ & 1 \end{aligned}$ |
| F24 | p-value <br> $\mathrm{h}_{0}$ | $\begin{aligned} & 0.21702 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 8.097 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0055699 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.0055699 \\ & 1 \end{aligned}$ |
| F25 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.045146 \\ & 1 \end{aligned}$ | $\begin{aligned} & 9.7917 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.33285 \\ & 0 \end{aligned}$ | $\begin{aligned} & 2.7726 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.42039 \\ & 0 \end{aligned}$ | $\begin{aligned} & 2.9215 e-09 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2.9215 e-09 \\ & 1 \end{aligned}$ |
| F26 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.00095207 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.077272 \\ & 0 \end{aligned}$ | $\begin{aligned} & 9.0632 e-08 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.379 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.043578 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.05012 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0.05012 \\ & 0 \end{aligned}$ |
| F27 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.042067 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.12235 \\ & 0 \end{aligned}$ | $\begin{aligned} & 5.4941 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.17612 \\ & 0 \end{aligned}$ | $\begin{aligned} & 5.9706 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 5.9706 e-05 \\ & 1 \end{aligned}$ |
| F28 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.18577 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0.0036709 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.9957 e-05 \\ & 1 \end{aligned}$ | $0.64142$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.4298 e-05 \\ & 1 \end{aligned}$ | $1.8608 e-06$ | $\begin{aligned} & 1.8608 e-06 \\ & 1 \end{aligned}$ |
| F29 | p-value $\mathrm{h}_{0}$ | $\begin{aligned} & 0.079782 \\ & 0 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0.021504 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.5292 e-05 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1.5292 e-05 \\ & 1 \end{aligned}$ |
| F30 | p-value $\mathrm{h}_{0}$ | 1 | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.4742 e-10 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.018 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.3221 e-06 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3.0199 e-11 \\ & 1 \end{aligned}$ |
|  | +/ = /- | 16/0/12 | 27/0/1 | 25/0/3 | 23/0/5 | 28/0/0 | 22/0/6 | 2/0/2 | 26/0/2 |

Where $+/=/-$ are best/not significantly differ from the best/significantly differ from the best.
[51], MVO [39], Ray-Saini method [52], GA [38], WOA [45], CSCA
[49], and mathematical method by Belegundu and Arora [53].

Table 9 shows the results of FOCLMPA and other MA techniques. One can be observed from these results that the FOCLMPA, with standard deviation $8.44 \mathrm{e}-09$, has smallest cost,


Fig. 4. Mean convergence curves by FOCLMPA, and other counterparts for 50D CEC2017 benchmarks ] (a) F3, (b) F5, (c) F8, (d) F13, (e) F16, (f) F18, (g) F21, (h) F23, (i) F25, (j) F27, and (k) F30.

Table 5
CEC2020 benchmark functions [29].

| Type | No. | Description | Fi* |
| :---: | :---: | :---: | :---: |
| Unimodal Function | 1 | Shifted and Rotated Bent Cigar Function (CEC 2017 F1) | 100 |
| Basic functions | 2 | Shifted and Rotated Schwefel's Function (CEC 2014 F11) | 1100 |
|  | 3 | Shifted and Rotated Lunacek bi-Rastrigin Function (CEC 2017 F7) | 700 |
|  | 4 | Expanded Rosenbrock's plus Griewangk's Function (CEC2017 f19) | 1900 |
| Hybrid functions | 5 | Hybrid Function 1 ( $\mathrm{N}=3$ ) (CEC 2014 F 17$)$ | 1700 |
|  | 6 | Hybrid Function $2(\mathrm{~N}=4)(\mathrm{CEC} 2017 \mathrm{~F} 16)$ | 1600 |
|  | 7 | Hybrid Function 3 ( $\mathrm{N}=5$ ) ( CEC 2014 F 21 ) | 2100 |
| Composition functions | 8 | Composition Function 1 ( $\mathrm{N}=3$ ) (CEC 2017[4] F22) | 2200 |
|  | 9 | Composition Function $2(\mathrm{~N}=4)(\mathrm{CEC} 2017 \mathrm{~F} 24)$ | 2400 |
|  | 10 | Composition Function $3(\mathrm{~N}=5)(\mathrm{CEC} 2017$ F25) | 2500 |

Table 6
Comparative analysis of FOCLMPA $_{\delta=0.55}$ for 5 and 20 dimensional CEC2020 test functions.

| Function(global) |  | FOCLMPA | MPA | MRFO | AEO | SMA | ННО | PSO | CODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dimension 5 |  |  |  |  |  |  |  |  |  |
| F1(100) | Best | $1.0000 \mathrm{e}+02$ | $1.0000 e+02$ | $1.0000 e+02$ | $1.0000 e+02$ | $1.0001 e+02$ | $6.8106 e+02$ | $1.0235 e+02$ | $1.0000 e+02$ |
|  | AVR | $1.0000 \mathrm{e}+02$ | $1.0000 e+02$ | $1.0773 e+02$ | $1.0000 e+02$ | $3.7442 e+03$ | $8.0570 e+03$ | $7.8983 e+02$ | $2.1217 e+08$ |
|  | Worst | $1.0000 \mathrm{e}+02$ | $1.0000 e+02$ | $1.7417 e+02$ | $1.0000 e+02$ | $1.3202 e+04$ | $3.8623 e+04$ | $3.3391 e+03$ | $2.7767 e+09$ |
|  | STD | $0.0000 \mathrm{e}+00$ | $0.0000 e+00$ | $1.4397 e+01$ | $6.8374 e-09$ | $4.3661 e+03$ | $6.9096 e+03$ | $8.2179 e+02$ | $6.0121 e+08$ |
| F2(1100) | Best | 1.1000e+03 | $1.1000 e+03$ | $1.1001 e+03$ | $1.1000 e+03$ | $1.1071 e+03$ | $1.1072 e+03$ | $1.1068 e+03$ | $1.1001 e+03$ |
|  | AVR | $1.1172 e+03$ | $1.1042 \mathrm{e}+03$ | $1.2376 e+03$ | $1.2118 e+03$ | $1.2122 e+03$ | $1.4052 e+03$ | $1.1769 e+03$ | $1.3935 e+03$ |
|  | Worst | $1.2260 e+03$ | $1.1618 \mathrm{e}+03$ | $1.6339 e+03$ | $1.4561 e+03$ | $1.4052 e+03$ | $1.8705 e+03$ | $1.4629 e+03$ | $2.3142 e+03$ |
|  | STD | $3.1185 e+01$ | 1.1994e+01 | $9.7613 e+01$ | $8.5331 e+01$ | $6.7687 e+01$ | $1.8715 e+02$ | $1.0799 e+02$ | $3.6942 e+02$ |
| F3(700) | Best | $7.0061 e+02$ | $7.0099 e+02$ | $7.0264 e+02$ | $7.0605 e+02$ | $7.0000 e+02$ | $7.0755 e+02$ | 7.0000e+02 | $7.0099 e+02$ |
|  | AVR | 7.0431e +02 | $7.0482 e+02$ | $7.1017 e+02$ | $7.0803 e+02$ | $7.0664 e+02$ | $7.1678 e+02$ | $7.0576 e+02$ | $7.2397 e+02$ |
|  | Worst | $7.0715 e+02$ | $7.0604 \mathrm{e}+02$ | $7.1817 e+02$ | $7.1148 e+02$ | $7.1001 e+02$ | $7.2844 e+02$ | $7.0756 e+02$ | $8.4088 e+02$ |
|  | STD | $1.9986 e+00$ | $1.5925 e+00$ | $3.6984 e+00$ | $\mathbf{1 . 5 0 3 4 e}+00$ | $2.1537 e+00$ | $5.1286 e+00$ | $1.6649 e+00$ | $2.9399 e+01$ |
| F4(1900) | Best | $1.9000 \mathrm{e}+03$ | $1.9000 e+03$ | $1.9000 e+03$ | $1.9001 e+03$ | $1.9001 e+03$ | $1.9001 e+03$ | $1.9000 e+03$ | $1.9000 e+03$ |
|  | AVR | $1.9001 \mathrm{e}+03$ | $1.9001 e+03$ | $1.9002 e+03$ | $1.9003 e+03$ | $1.9003 e+03$ | $1.9009 e+03$ | $1.9002 e+03$ | $2.2472 e+03$ |
|  | Worst | $1.9002 \mathrm{e}+03$ | $1.9003 e+03$ | $1.9005 e+03$ | $1.9007 e+03$ | $1.9005 e+03$ | $1.9029 e+03$ | $1.9005 e+03$ | $1.1742 e+04$ |
|  | STD | 7.3877e-02 | $7.6281 e-02$ | $1.1880 e-01$ | 1.5994e-01 | $1.1162 e-01$ | $7.3801 e-01$ | $1.2381 e-01$ | $1.7947 e+03$ |
| F5(1700) | Best | $1.7000 \mathrm{e}+03$ | $1.7000 e+03$ | $1.7000 e+03$ | $1.7006 e+03$ | $1.7010 e+03$ | $1.7074 e+03$ | $1.7000 e+03$ | $1.7000 e+03$ |
|  | AVR | $1.7000 \mathrm{e}+03$ | $1.7000 e+03$ | $1.7085 e+03$ | $1.7193 e+03$ | $1.7209 e+03$ | $2.2713 e+03$ | $1.7091 e+03$ | $1.7615 e+03$ |
|  | Worst | $1.7000 \mathrm{e}+03$ | $1.7000 e+03$ | $1.7425 e+03$ | $1.7653 e+03$ | $1.7427 e+03$ | $3.5855 e+03$ | $1.8194 e+03$ | $3.4068 e+03$ |
|  | STD | 3.5374e-12 | $1.4965 e-11$ | $1.0961 e+01$ | $1.9173 e+01$ | $1.0924 e+01$ | $4.6474 e+02$ | $3.0010 e+01$ | $3.1142 e+02$ |
| F6(1600) | Best | $1.6000 e+03$ | $1.6000 e+03$ | 1.6000e+03 | $1.6000 e+03$ | $1.6000 e+03$ | $1.6001 e+03$ | $1.6000 e+03$ | $1.6000 e+03$ |
|  | AVR | $1.6000 \mathrm{e}+03$ | $1.6000 e+03$ | $1.6003 e+03$ | $1.6004 e+03$ | $1.6005 e+03$ | $1.6144 e+03$ | $1.6002 e+03$ | $1.6943 e+03$ |
|  | Worst | $1.6000 \mathrm{e}+03$ | $1.6000 e+03$ | $1.6008 e+03$ | $1.6011 e+03$ | $1.6010 e+03$ | $1.6588 e+03$ | $1.6005 e+03$ | $2.2649 e+03$ |
|  | STD | 1.1612e-06 | $3.2688 e-06$ | $2.9278 e-01$ | 3.3065e-01 | $2.8154 e-01$ | $1.1439 e+01$ | $1.7664 e-01$ | $1.9633 e+02$ |
| F8(2200) | Best | $\mathbf{2 . 2 0 0 0}+03$ | $2.2000 e+03$ | $2.2000 e+03$ | $2.2000 e+03$ | $2.2000 e+03$ | $2.2001 e+03$ | $2.2000 e+03$ | $2.2000 e+03$ |
|  | AVR | $2.2034 e+03$ | $2.2167 e+03$ | $2.2082 e+03$ | $2.2014 e+03$ | $2.2020 e+03$ | $2.2747 e+03$ | $2.2000 \mathrm{e}+03$ | $2.3020 e+03$ |
|  | Worst | $2.3006 e+03$ | $2.3009 e+03$ | $2.2227 e+03$ | $2.2117 e+03$ | $2.2103 e+03$ | $2.3132 e+03$ | $2.2000 \mathrm{e}+03$ | $3.3520 e+03$ |
|  | STD | $1.8362 e+01$ | $3.8070 e+01$ | $7.2091 e+00$ | $3.6153 e+00$ | $4.1007 e+00$ | $4.0969 e+01$ | 2.8007e-13 | $2.7484 e+02$ |
| F9(2400) | Best | $\mathbf{2 . 4 0 0 0}+03$ | $2.4000 e+03$ | $2.4000 e+03$ | $2.4000 e+03$ | $2.4000 e+03$ | $2.4043 e+03$ | $2.4000 e+03$ | $2.5000 e+03$ |
|  | AVR | $2.4433 \mathrm{e}+03$ | $2.4633 e+03$ | $2.4900 e+03$ | $2.4900 e+03$ | $2.5608 e+03$ | $2.5500 e+03$ | $2.5667 e+03$ | $2.5650 e+03$ |
|  | Worst | $\mathbf{2 . 5 0 0 0}+03$ | $2.5000 e+03$ | $2.5000 e+03$ | $2.5000 e+03$ | $2.6032 e+03$ | $2.6122 e+03$ | $2.7000 e+03$ | $3.4089 e+03$ |
|  | STD | $5.0401 e+01$ | $4.9013 e+01$ | $3.0513 e+01$ | $\mathbf{3 . 0 5 1 3 e}+01$ | $5.6905 e+01$ | $5.9711 e+01$ | $1.3731 e+02$ | $1.9982 e+02$ |
| F10(2500) | Best | 2.5000e+03 | $2.5000 e+03$ | $2.8000 e+03$ | $2.8000 e+03$ | $2.8474 e+03$ | $2.8004 e+03$ | $2.8000 e+03$ | $2.8000 e+03$ |
|  | AVR | 2.7654e +03 | $2.8016 e+03$ | $2.8442 e+03$ | $2.8458 e+03$ | $2.8474 e+03$ | $2.8501 e+03$ | $2.8442 e+03$ | $2.8592 e+03$ |
|  | Worst | 2.8474e +03 | $2.8474 e+03$ | $2.8475 e+03$ | $2.8474 e+03$ | $2.8474 e+03$ | $2.8918 e+03$ | $2.8474 e+03$ | $3.1028 e+03$ |
|  | STD | $1.1228 e+02$ | $8.6063 e+01$ | $1.2024 e+01$ | $8.6515 e+00$ | 1.3044e-02 | $1.6000 e+01$ | $1.2022 e+01$ | $5.5486 e+01$ |
| Dimension 20 |  |  |  |  |  |  |  |  |  |
| F1(100) | Best | $1.0000 e+02$ | $1.0000 e+02$ | $1.0000 e+02$ | $1.0000 e+02$ | $1.6574 e+02$ | $2.7958 e+05$ | $1.0001 e+02$ | 1.0000e +02 |
|  | AVR | $2.7465 e+03$ | $1.5865 e+03$ | $1.0000 \mathrm{e}+02$ | $1.0007 e+02$ | $7.0214 e+03$ | $5.9800 e+05$ | $1.6732 e+02$ | $1.4721 e+09$ |
|  | Worst | $1.1811 e+04$ | $1.1774 e+04$ | $1.0000 \mathrm{e}+02$ | $1.0216 e+02$ | $1.2154 e+04$ | $8.3406 e+05$ | $3.3223 e+02$ | $2.2815 e+10$ |
|  | STD | $4.1385 e+03$ | $2.9752 e+03$ | 3.6051e-04 | $3.9501 e-01$ | $3.4661 e+03$ | $1.3748 e+05$ | $7.3804 e+01$ | $5.3638 e+09$ |
| F2(1100) | Best | $1.1052 e+03$ | 1.1035e+03 | $1.7867 e+03$ | $1.2286 e+03$ | $1.1262 e+03$ | $1.2481 e+03$ | $1.1203 e+03$ | $1.1059 e+03$ |
|  | AVR | $1.2032 \mathrm{e}+03$ | $1.2211 e+03$ | $2.6240 e+03$ | $1.4665 e+03$ | $1.5103 e+03$ | $1.7718 e+03$ | $1.4822 e+03$ | $2.6597 e+03$ |
|  | Worst | $1.3729 \mathrm{e}+03$ | $1.3807 e+03$ | $3.6937 e+03$ | $1.8578 e+03$ | $2.0288 e+03$ | $2.7874 e+03$ | $2.0631 e+03$ | $7.1923 e+03$ |
|  | STD | 7.7577e+01 | $9.4419 e+01$ | $5.0980 e+02$ | $1.6675 e+02$ | $2.3456 e+02$ | $3.4411 e+02$ | $2.2322 e+02$ | $1.4102 e+03$ |
| F3(700) | Best | $7.2322 e+02$ | $7.2277 e+02$ | $7.5771 e+02$ | $7.2770 e+02$ | $7.2316 e+02$ | $7.7160 e+02$ | $7.02669+02$ | $7.2330 e+02$ |
|  | AVR | $7.2716 e+02$ | $7.2796 e+02$ | $8.4981 e+02$ | $7.4079 e+02$ | $7.2929 e+02$ | $7.9422 e+02$ | $7.2179 \mathrm{e}+02$ | $7.7085 e+02$ |
|  | Worst | $7.3473 e+02$ | $7.3427 e+02$ | $9.2576 e+02$ | $7.5687 e+02$ | $7.3664 e+02$ | $8.3302 e+02$ | $7.3323 \mathrm{e}+02$ | $1.2448 e+03$ |
|  | STD | $2.7712 e+00$ | $\mathbf{2 . 6 2 9 6 e}+\mathbf{0 0}$ | $3.8601 e+01$ | $7.1011 e+00$ | $3.6765 e+00$ | $1.6670 e+01$ | $1.0121 e+01$ | $1.1676 e+02$ |
| F4(1900) | Best | $1.9007 e+03$ | $1.9007 e+03$ | $1.9017 e+03$ | $1.9013 e+03$ | $1.9007 e+03$ | $1.9042 e+03$ | $1.9005 \mathrm{e}+03$ | $1.9009 e+03$ |
|  | AVR | $1.9011 \mathrm{e}+03$ | $1.9011 e+03$ | $1.9043 e+03$ | $1.9036 e+03$ | $1.9012 e+03$ | $1.9138 e+03$ | $1.9015 e+03$ | $1.4661 e+05$ |
|  | Worst | $1.9020 e+03$ | $1.9024 e+03$ | $1.9072 e+03$ | $1.9097 e+03$ | $1.9016 \mathrm{e}+03$ | $1.9216 e+03$ | $1.9025 e+03$ | $4.0424 e+06$ |
|  | STD | $3.2910 e-01$ | $4.4455 e-01$ | $1.2803 e+00$ | $1.7908 e+00$ | 2.3298e-01 | $4.5587 e+00$ | $4.0505 e-01$ | $7.3673 e+05$ |
| F5(1700) | Best | $1.7040 e+03$ | $1.7031 e+03$ | $1.8919 e+03$ | $2.0110 e+03$ | $3.7210 e+03$ | $3.9280 e+03$ | $2.6626 e+03$ | 1.7024e +03 |
|  | AVR | $1.8105 \mathrm{e}+03$ | $1.8180 e+03$ | $2.3989 e+03$ | $2.5930 e+03$ | $1.3273 e+04$ | $2.8422 e+04$ | $1.2921 e+04$ | $4.5830 e+07$ |
|  | Worst | $1.9573 \mathrm{e}+03$ | $2.0417 e+03$ | $3.0040 e+03$ | $3.2733 e+03$ | $1.6802 e+04$ | $1.1803 e+05$ | $1.4404 e+05$ | $6.8282 e+08$ |
|  | STD | 8.0593e +01 | $9.0339 e+01$ | $2.7387 e+02$ | $3.2353 e+02$ | $4.0755 e+03$ | $2.7367 e+04$ | $2.5004 e+04$ | $1.5857 e+08$ |
| F6(1600) | Best | $1.6761 e+03$ | 1.6025e+03 | $1.6025 e+03$ | $1.6025 e+03$ | $1.6025 e+03$ | $1.7387 e+03$ | $1.6025 e+03$ | $1.6025 e+03$ |
|  | AVR | $1.6762 \mathrm{e}+03$ | $1.8192 e+03$ | $1.8192 e+03$ | $1.8192 e+03$ | $1.8192 e+03$ | $1.7805 e+03$ | $1.8192 e+03$ | $1.8192 e+03$ |
|  | Worst | $1.6763 \mathrm{e}+03$ | $2.3267 e+03$ | $2.3267 e+03$ | $2.3267 e+03$ | $2.3267 e+03$ | $1.8282 e+03$ | $2.3267 e+03$ | $2.3267 e+03$ |
|  | STD | 1.3236e-01 | $2.1374 e+02$ | $2.1374 e+02$ | $2.1374 e+02$ | $2.1374 e+02$ | $4.5402 e+01$ | $2.1374 e+02$ | $2.1374 e+02$ |
| F7(2100) | Best | 2.1002e+03 | $2.1002 e+03$ | $2.1809 e+03$ | $2.1718 e+03$ | $2.3186 e+03$ | $2.8731 e+03$ | $2.1388 e+03$ | $2.1023 e+03$ |
|  | AVR | $2.1243 \mathrm{e}+03$ | $2.1417 e+03$ | $2.6459 e+03$ | $2.5438 e+03$ | $3.8725 e+03$ | $5.4349 e+03$ | $2.5657 e+03$ | $9.1516 e+05$ |
|  | Worst | $2.2310 \mathrm{e}+03$ | $2.2837 e+03$ | $3.2587 e+03$ | $3.1602 e+03$ | $6.4946 e+03$ | $1.1114 e+04$ | $3.8441 e+03$ | $1.1396 e+07$ |
|  | STD | $3.3499 \mathrm{e}+01$ | $4.6867 e+01$ | $2.4382 e+02$ | $2.4659 e+02$ | $1.3768 e+03$ | $1.7990 e+03$ | $3.5521 e+02$ | $2.8460 e+06$ |

Table 6 (continued).

| Function(global) |  | FOCLMPA | MPA | MRFO | AEO | SMA | HHO | PSO | CODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dimension 5 |  |  |  |  |  |  |  |  |  |
| F8(2200) | Best | $2.2353 \mathrm{e}+03$ | $2.3017 e+03$ | $2.3000 e+03$ | $2.3000 e+03$ | $2.3000 e+03$ | $2.2915 e+03$ | $2.3000 e+03$ | $2.3000 e+03$ |
|  | AVR | $2.3029 e+03$ | $2.3054 e+03$ | $2.3011 \mathrm{e}+03$ | $2.3015 e+03$ | $3.9746 e+03$ | $2.5945 e+03$ | $2.9396 e+03$ | $2.5699 e+03$ |
|  | Worst | $2.3160 e+03$ | $2.3182 e+03$ | $2.3028 \mathrm{e}+03$ | $2.3043 e+03$ | $4.4908 e+03$ | $5.0117 e+03$ | $3.8809 e+03$ | $6.6236 e+03$ |
|  | STD | $1.3403 e+01$ | $4.0757 e+00$ | 6.9236e-01 | $1.2170 e+00$ | $4.3257 e+02$ | $7.5132 e+02$ | $4.8483 e+02$ | $8.3311 e+02$ |
| F9(2400) | Best | $2.5000 e+03$ | $2.5000 e+03$ | 2.4379e+03 | $2.8355 e+03$ | $2.8289 e+03$ | $2.9401 e+03$ | $2.8125 e+03$ | $2.8016 e+03$ |
|  | AVR | $2.8064 e+03$ | 2.7880e+03 | $2.9098 e+03$ | $2.9084 e+03$ | $2.8507 e+03$ | $3.1215 e+03$ | $2.8207 e+03$ | $2.8633 e+03$ |
|  | Worst | 2.8297e +03 | $2.8346 e+03$ | $3.0148 e+03$ | $2.9735 e+03$ | $2.8727 e+03$ | $3.3312 e+03$ | $2.8470 e+03$ | $3.0822 e+03$ |
|  | STD | $5.8223 e+01$ | $9.7981 e+01$ | $1.1079 e+02$ | $3.4895 e+01$ | $1.2047 e+01$ | $9.5900 e+01$ | $9.6248 \mathrm{e}+00$ | $8.9213 e+01$ |
| F10(2500) | Best | $2.8998 e+03$ | $2.8994 e+03$ | $2.9114 e+03$ | $2.9010 e+03$ | $2.9100 e+03$ | $2.9142 e+03$ | $2.8992 \mathrm{e}+03$ | $2.9137 e+03$ |
|  | AVR | $2.9177 e+03$ | $2.9178 e+03$ | $2.9654 e+03$ | $2.9643 e+03$ | $2.9132 \mathrm{e}+03$ | $2.9739 e+03$ | $2.9193 e+03$ | $2.9412 e+03$ |
|  | Worst | $2.9642 e+03$ | $2.9936 e+03$ | $3.0078 e+03$ | $3.0133 e+03$ | $2.9139 \mathrm{e}+03$ | $3.0159 e+03$ | $2.9605 e+03$ | $3.1645 e+03$ |
|  | STD | $1.4871 e+01$ | $1.8842 e+01$ | $3.2780 e+01$ | $4.0891 e+01$ | $1.4034 \mathrm{e}+00$ | $2.7257 e+01$ | $1.3624 e+01$ | $7.0671 e+01$ |

Black bold font refers to the best result (minimum AVR).

Table 7
Ranking analysis of FOCLMPA and other peers for 5 and 20 dimensional CEC2020 test functions.

| Function | FOCLMPA | MPA | MRFO | AEO | SMA | HHO | PSO | CODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dimension 5 |  |  |  |  |  |  |  |  |
| F1 | 1 | 2 | 4 | 3 | 6 | 7 | 5 | 8 |
| F2 | 2 | 1 | 6 | 4 | 5 | 8 | 3 | 7 |
| F3 | 1 | 2 | 6 | 5 | 4 | 7 | 3 | 8 |
| F4 | 1 | 2 | 3 | 6 | 5 | 7 | 4 | 8 |
| F5 | 1 | 2 | 3 | 5 | 6 | 8 | 4 | 7 |
| F6 | 1 | 2 | 4 | 5 | 6 | 7 | 3 | 8 |
| F8 | 4 | 6 | 5 | 2 | 3 | 7 | 1 | 8 |
| F9 | 1 | 2 | 3 | 4 | 6 | 5 | 8 | 7 |
| F10 | 1 | 2 | 4 | 5 | 6 | 7 | 3 | 8 |
| Average rank | 1.6000 | 2.1000 | 4.1000 | 4.3000 | 5.2000 | 6.9000 | 4.1000 | 7.7000 |
| Dimension 20 |  |  |  |  |  |  |  |  |
| F1 | 5 | 4 | 1 | 2 | 6 | 7 | 3 | 8 |
| F2 | 1 | 2 | 7 | 3 | 5 | 6 | 4 | 8 |
| F3 | 2 | 3 | 8 | 5 | 4 | 7 | 1 | 6 |
| F4 | 1 | 2 | 6 | 5 | 3 | 7 | 4 | 8 |
| F5 | 1 | 2 | 3 | 4 | 6 | 7 | 5 | 8 |
| F6 | 1 | 3 | 4 | 5 | 6 | 2 | 7 | 8 |
| F7 | 1 | 2 | 5 | 3 | 6 | 7 | 4 | 8 |
| F8 | 3 | 4 | 1 | 2 | 8 | 6 | 7 | 5 |
| F9 | 2 | 3 | 7 | 6 | 1 | 8 | 4 | 5 |
| Average rank | 1.9991 | 2.5008 | 4.9000 | 4.1000 | 4.9000 | 6.5000 | 4.2000 | 6.9000 |

Table 8
Comparison of optimization results for the WBD problem.

| Algorithm | H | L | $t$ | $b$ | Optimized cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FOCLMPA | 0.2057293 | 3.470495 | 9.03662 | 0.2057296 | 1.7248533 |
| HHO [48] | 0.204039 | 3.531061 | 9.027463 | 0.206147 | 1.7319905 |
| OBLGOA [47] | 0.205769 | 3.471135 | 9.032728 | 0.2059072 | 1.7257 |
| RO [40] | 0.203687 | 3.528467 | 9.004233 | 0.207241 | 1.735344 |
| HS [41] | 0.2442 | 6.2231 | 8.2915 | 0.2443 | 2.3807 |
| DAVID [44] | 0.2434 | 6.2552 | 8.2915 | 0.2444 | 2.3841 |
| SIMPLEX [44] | 0.2792 | 5.6256 | 7.7512 | 0.2796 | 2.5307 |
| CPSO [42] | 0.202369 | 3.544214 | 9.04821 | 0.205723 | 1.72802 |
| MVO [39] | 0.205463 | 3.473193 | 9.044502 | 0.205695 | 1.72645 |
| GA [43] | 0.205986 | 3.471328 | 9.020224 | 0.20648 | 1.728226 |
| GSA [46] | 0.182129 | 3.856979 | 10 | 0.202376 | 1.87995 |
| CSCA [49] | 0.203137 | 3.542998 | 9.033498 | 0.206179 | 1.733461 |
| WOA [45] | 0.205396 | 3.484293 | 9.037426 | 0.206276 | 1.730499 |

followed by HHO, and MFO that allocate second and third rank, respectively.

### 3.4.3. Pressure vessel design (PVD) problem

In this engineering problem known as pressure vessel design (PVD), the main target is to find the parameters that reduce
total cost of welding, material and forming (see Fig. 7). There are four parameters including the thickness of the head $T h$, the inner radius $R$, the thickness $T s$, and the length of the cylindrical section of the vessel $L$. The PVD is subjected to four constraints [50].


Fig. 5. Structure of WBD problem.


Fig. 6. Design of TCSD problem.

Table 9
Comparison of optimization results for the TCSD problem.

| Algorithm | d | D | N | Optimized cost |
| :--- | :--- | :--- | :--- | :--- |
| FOCLMPA | 0.05164743 | 0.355717 | 0.01266527 |  |
| HHO [48] | 0.051796393 | 0.359305355 | 11.34788 | 0.012665443 |
| MFO [54] | 0.051994457 | 0.36410932 | 0.0126669 |  |
| OBLGOA [47] | 0.0530178 | 0.38953229 | 10.8685421862 | 0.01270136 |
| Belegundu-Arora method [53] | 0.0500 | 0.3177 | 9.6001616 | 0.012730 |
| GA [38] | 0.05148 | 0.351661 | 14.026 | 0.01270478 |
| WOA [45] | 0.051207 | 0.345215 | 12.632201 | 0.0126763 |
| CPSO [42] | 0.051728 | 0.357644 | 11.244534 | 0.012698 |
| ES [51] | 0.051643 | 0.35536 | 0.012790 |  |
| MVO [39] | 0.05251 | 0.37602 | 11.397926 | 0.0127022 |
| GSA [45] | 0.050276 | 0.323680 | 13.53513 | 0.013060 |
| Ray-Saini method [52] | 0.321532 | 0.050417 | 13.979915 |  |



Fig. 7. Schematic of the PVD problem.


Fig. 8. Structure of the REBD design.

The mathematical formula of PVD problem and constraints are exposed in Eq. (27) [55].

$$
\begin{aligned}
\text { Consider } & \vec{u}=\left[u_{1} u_{2} u_{3} u_{4}\right]=\left[T_{s} T_{h} R L\right], \\
\text { Minimize } & 0.6224 u_{1} u_{3} u_{4}+1.7781 u_{2} u_{3}^{2} \\
& +3.1661 u_{1}^{2} u_{4}+19.84 u_{1}^{2} u_{3}, \\
\text { Subject to } & g_{1}(\vec{u})=-u_{1}+0.0193 u_{3} \leqslant 0, \\
& g_{2}(\vec{u})=-u_{2}+0.00954 u_{3} \leqslant 0, \\
& g_{3}(\vec{u})=-\pi u_{3}^{2} u_{4}-\frac{4}{3} \pi u_{3}^{3}+1296000 \leqslant 0, \\
& g_{4}(\vec{u})=u_{4}-240 \leqslant 0, \\
\text { Variables range } & 0 \leqslant u_{1} \leqslant 99, \\
& 0 \leqslant u_{2} \leqslant 99, \\
& 10 \leqslant u_{3} \leqslant 200, \\
& 10 \leqslant u_{4} \leqslant 200
\end{aligned}
$$

The results of FOCLMPA are compared with OBLGOA [47], HPSO [56], GSA [45], PSO-DE [57], ACO [58], CDE [49], GA [38], and ES [51]. Table 10 shows the results of FOCLMPA algorithm and other approaches. It can be observed that FOCLMPA, with standard deviation 0.0015 , outperforms the other methods OBLGOA [47].

### 3.4.4. Rolling element bearing design (REBD) problem

In the rolling element bearing design (REBD) problem, there are ten variables that required to determine their values for maximizing the dynamic load carrying capacity (as in Fig. 8). The REBD is subject to nine constraints that are considered for assembly and geometric-based restrictions. The considered objective function is maximizing the dynamic capacity (dynamic load rating) $\left(C_{d}\right)$ that directly formed the basis for longest fatigue life of a bearing. The mathematical definition of REBD problem and constraints are
formulated as in Eq. (28) [59].

$$
\begin{align*}
& \text { Maximize } \quad C_{d}=f_{c} U^{2 / 3} D_{b}^{1.8} \text {, if } D \leq 25.4 \mathrm{~mm} \text {, } \\
& C_{d}=3.647 f_{c} U^{2 / 3} D_{b}^{1.4} \text {, if } D \leq 25.4 \mathrm{~mm}, \\
& \text { Subject to } \quad g_{1}(\vec{c})=\frac{\phi_{0}}{2 \sin ^{-1}\left(D_{b} / D_{m}\right)}-U+1 \leqslant 0 \text {, } \\
& g_{2}(\vec{u})=2 D_{b}-K_{D \min }(D-d)>0, \\
& g_{3}(\vec{u})=K_{D \max }(D-d)-2 D_{b}>0, \\
& g_{4}(\vec{u})=\xi B_{w}-D_{b} \leqslant 0, \\
& g_{5}(\vec{u})=D_{m}-0.5(D-d) \geq 0, \\
& g_{6}(\vec{u})=(0.5+e)(D+d)-D_{m} \geq 0, \\
& g_{7}(\vec{u})=0.5\left(D-D_{m}-D_{b}\right)-\epsilon D_{b} \geq 0, \\
& g_{8}(\vec{u})=f_{i} \geq 0.515 \text {, } \\
& g_{9}(\vec{u})=f_{0} \geq 0.515 \text {, } \\
& \text { where } f_{c}=37.91\left[1+\left\{1.64\left(\frac{1-\gamma}{1-\gamma}\right)^{1.72}\right.\right. \\
& \begin{array}{l}
\left.\left.\left(\frac{f_{i}\left(2 f_{0}-1\right)^{0.41}}{f_{0}\left(2 f_{i}-1\right)}\right)\right\}^{10 / 3}\right]^{-0.3} \\
\times\left[\frac{\gamma^{0.3}(1-\gamma)^{0.39}}{(1-\gamma)^{1 / 3}}\right]\left[\frac{2 f_{i}}{2 f_{i}-1}\right]^{0.41},
\end{array} \\
& x=\left[\{(D-d) / 2-3(T / 4)\}^{2}+\left\{D / 2-T / 4-D_{b}\right\}^{2}\right. \\
& \left.-\{d / 2+T / 4\}^{2}\right], \\
& y=2\{(D-d) / 2-3(T / 4)\}\left\{D / 2-T / 4-D_{b}\right\}, \\
& \phi_{0}=2 \pi-\cos ^{-1}\left(\frac{x}{y}\right) \text {, } \\
& \gamma=\frac{D_{b}}{D_{m}}, f_{i}=\frac{r_{i}}{D_{b}}, f_{0}=\frac{r_{0}}{D_{b}}, T=D-d-2 D_{b}, \\
& D=160, d=90 \text {, } \\
& B=30, r_{i}=r_{0}=11.033,0.5(D+d) \leqslant D_{m} \\
& \leqslant 0.6(D+d) \text {, } \\
& 0.15(D-d) \leqslant D_{b} \leqslant 0.45(D-d), 4 \leqslant Z \leqslant 50, \\
& 0.515 \leqslant f_{i} a n d f_{o} \leqslant 0.6 \text {, } \\
& 0.4 \leqslant K_{\text {Dmin }} \leqslant 0.5, \quad 0.6 \leqslant K_{D \max } \leqslant 0.7, \\
& 0.3 \leqslant \epsilon \leqslant 0.4, \quad 0.02 \leqslant e \leqslant 0.1, \quad 0.6 \leqslant \xi \leqslant 0.85 \tag{28}
\end{align*}
$$

The experimental results obtained by FOCLMPA are compared with other methods including MVO, PVs [60], CMVOHHO [61], HHO [48], and TLBO [62]. Table 11 shows the results obtained to solve REBD problems, by inspecting the obtained objective function values, one can conclude that the FOCLMPA achieves the highest loading carrying capacity, with standard deviation of 0.0034507 , in comparison to the other techniques. Hence, it should be considered the best optimizer for this problem, followed by CMVOHHO and MVO in the second and third ranks, respectively.

### 3.5. Real-world application: Feature selection

To test the performance of the developed FOCLMPA using realworld application, it is implemented as feature selection method. In this application, the main goal is to reduce the number of features by removing the irrelevant and redundant features with influence on the quality of the classification.

The proposed FOCLMPA as FS method is different from its version discussed in previous experiments. Since, FS is a discrete problem, so the current solution is converted into binary solution
before computing the fitness value and this achieved by using the following equation.
$B Z_{i j}= \begin{cases}1 & \text { if } Z_{i j}>0.5 \\ 0 & \text { otherwise }\end{cases}$
Then the following equation is used to compute the fitness value for each solution.
$F i t_{i}=\lambda \times \gamma_{i}+\mu \times\left(\frac{\left|B Z_{i}\right|}{\operatorname{Dim}}\right)$
where Dim denotes the number of features in the tested dataset and $\left|B Z_{i}\right|$ is the number of selected features. The $\lambda$ and $\mu(\lambda+$ $\mu=1$ ) denote parameters applied to balance between number of selected features and error of classification $\left(\gamma_{i}\right)$. In this study, the K-nearest neighbour (KNN) classifier is used since it does not need extra parameters. In addition, the dataset is divided into training set and testing set which represent $80 \%$ and $20 \%$ from the dataset, respectively.

### 3.5.1. Datasets description

In the experiments of FS, a set of eighteen UCI [63] are used to assess the performance of the developed method. The general description of those datasets are given in Table 12 and it can be seen that these datasets are collected from different real-life areas. In addition, they contains different number of classes and variants samples and number of features.

### 3.5.2. Comparative algorithms

The quality of the selected features obtained by the developed FOCLMPA is compared with other well-known MA techniques that have been applied as FS methods. These methods including AEO, MRFO, MPA, Harris hawks optimization (HHO) [48], Henry gas solubility optimization (HGSO) [64], Whale optimization algorithm (WOA) [45], and Grey wolf optimizer (GWO) [65], Genetic Algorithm (GA) [66], PSO, Salp Swarm Algorithm (SSA) [67], and TLBO. We used these methods since their performances have been evaluated in literature and they established high performance. The parameters of those methods are set according to original implementation. However, the common parameters such as number of populations and total number of iterations are 20 and 30 , respectively. For achieving an unbiased comparison, each method conducted 25 independent times.

### 3.5.3. Performance measures

There are several measures are used to assess the performance of the FS methods. These measures are accuracy ( $A v g_{a c c}$ ), Standard deviation (STD), Average of selected features (( $\left.A V G_{\left|B X_{\text {Best }}\right|}\right)$ ), and Average of fitness value $\left(\left(A V G_{F i t}\right)\right)$. The definition of these measures are given as follows:
$A v g_{a c c}=\frac{1}{N_{r}} \sum_{k=1}^{N_{r}} A c c_{\text {Best }}^{k}, A c c_{\text {Best }}^{k}=\frac{T P+T N}{T P+F N+F P+T N}$
where $T P, T N, F N$, and $F P$ denotes the true positive, true negative, false negative, and false positive, respectively. $N_{r}$ total number of runs.
$S T D=\sqrt{\frac{1}{N_{r}} \sum_{k=1}^{N_{r}}\left(A c c_{\text {Best }}^{k}-A v g_{\text {acc }}\right)^{2}}$
$A V G_{\left|B X_{\text {Best }}\right|}=\frac{1}{N_{r}} \sum_{k=1}^{N_{r}}\left|B X_{\text {Best }}^{k}\right|$
where $|$.$| is the number of elements in B X_{\text {Best }}^{k}$ at run $k$.
$A V G_{\text {Fit }}=\frac{1}{N_{r}} \sum_{k=1}^{N_{r}}$ Fit $_{\text {Best }}^{k}$

Table 10
Comparison of optimization results for the PVD problem.

|  | Optimal values for variables |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| Algorithm | Th | Ts | $R$ | $L$ | Optimized cost |  |  |  |
| FOCLMPA | 0.7781719 | 0.38465 | 40.31978 | 199.99770 | 5885.34045 |  |  |  |
| HHO [48] | 0.81758383 | 0.4072927 | 42.09174576 | 176.7196352 | 6000.46259 |  |  |  |
| MFO [54] | 0.8125 | 0.4375 | 42.098445 | 176.636596 | 6059.7143 |  |  |  |
| OBLGOA [47] | 0.81622 | 0.40350 | 42.291138 | 174.811191 | 5966.67160 |  |  |  |
| PSO-DE [57] | 0.8125 | 0.4375 | 42.098446 | 176.6366 | 6059.71433 |  |  |  |
| HPSO [56] | 0.8125 | 0.4375 | 42.0984 | 176.6366 | 6059.7143 |  |  |  |
| ACO [58] | 0.8125 | 0.4375 | 42.098353 | 176.637751 | 6059.7258 |  |  |  |
| CDE [49] | 0.8125 | 0.4375 | 42.098411 | 176.63769 | 6059.734 |  |  |  |
| ES [51] | 0.8125 | 0.4375 | 42.098087 | 176.640518 | 6059.7456 |  |  |  |
| GA [38] | 0.8125 | 0.4375 | 42.097398 | 176.65405 | 6059.94634 |  |  |  |
| GSA [45] | 1.125 | 0.625 |  | 55.9886598 | 84.4542025 |  |  |  |

Table 11
Comparison results between variants of FOCLMPA and others methods for REBD problem.

| Variable | CMVHHO | MVO | HHO | TLBO | PVS | FOCLMPA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{m}$ | 125.01812 | 126.1035 | 125.00000 | 125.7191 | 125.7191 | 125.7225 |
| $D_{b}$ | 21.27836 | 21.03794 | 21.000000 | 21.42559 | 21.42559 | 21.4233 |
| Z | 10.86415 | 11.13977 | 11.092073 | 11.00000 | 11.00000 | 11.001 |
| $f_{i}$ | 0.515000 | 0.51500 | 0.515000 | 0.515000 | 0.515000 | 0.515 |
| $f_{0}$ | 0.518045 | 0.52286 | 0.515000 | 0.515000 | 0.515000 | 0.515 |
| $K_{\text {dmin }}$ | 0.456659 | 0.44355 | 0.400000 | 0.424266 | 0.400430 | 0.48975 |
| $K_{\text {dmax }}$ | 0.639656 | 0.67521 | 0.600000 | 0.633948 | 0.680160 | 0.694310 |
| $\epsilon$ | 0.301777 | 0.30108 | 0.300000 | 0.300000 | 0.300000 | 0.30000081 |
| $e$ | 0.021893 | 0.08852 | 0.050474 | 0.068858 | 0.079990 | 0.06102046 |
| $\xi$ | 0.646298 | 0.61468 | 0.600000 | 0.799498 | 0.700000 | 0.65383051 |
| Dynamic load carrying capacity | 83800.078 | 83535.147 | 83011.883 | 81859.74 | 81859.741 | 85539.0405265724 |

Table 12
Datasets description.

| Datasets | Number of features | Number of instances | Number of classes | Data category |
| :--- | :--- | :--- | :--- | :--- |
| Breastcancer (DS1) | 9 | 699 | 2 | Biology |
| BreastEW (DS2) | 30 | 569 | 2 | Biology |
| CongressEW (DS3) | 16 | 435 | 2 | Politics |
| Exactly (DS4) | 13 | 1000 | 2 | Biology |
| Exactly2(DS5) | 13 | 1000 | 2 | Biology |
| HeartEW (DS6) | 13 | 270 | 2 | Biology |
| IonosphereEW (DS7) | 34 | 351 | Electromagnetic |  |
| KrvskpEW (DS8) | 36 | 3196 | Game |  |
| Lymphography (DS9) | 18 | 148 | Biology |  |
| M-of-n (DS10) | 13 | 7000 | Biology |  |
| PenglungEW (DS11) | 325 | 208 | Biology |  |
| SonarEW (DS12) | 60 | 267 | 2 | Biology |
| SpectEW (DS13) | 22 | 958 | 2 | Biology |
| Tic-tac-toc (DS14) | 9 | 300 | 2 | Game |
| Vote (DS15) | 16 | 5000 | 2 | Politics |
| WaveformEW (DS16) | 40 | 178 | 2 | Physics |
| WineEW (DS17) | 13 | 101 | 3 | Chemistry |
| Zoo (DS18) | 16 |  | 6 | Artificial |

Table 13
Average of accuracy obtained by each algorithm.

| fn | FOCLMPA | AEO | MRFO | MPA | HHO | HGSO | WOA | GWO | GA | PSO |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Breastcancer4 | 0.976 | $\mathbf{0 . 9 8 2}$ | 0.962 | 0.956 | 0.964 | 0.975 | 0.948 | 0.957 | 0.946 | 0.971 | 0.979 |
| BreastEW | 0.973 | 0.975 | 0.976 | 0.981 | 0.973 | 0.933 | 0.943 | 0.942 | 0.935 | $\mathbf{0 . 9 8 5}$ | 0.972 |
| CongressEW | 0.974 | 0.966 | 0.972 | $\mathbf{0 . 9 9 2}$ | 0.964 | 0.985 | 0.945 | 0.916 | 0.961 |  |  |
| Exactly | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | 0.999 | 0.999 | 0.972 | 0.974 | 0.896 | 0.899 | 0.867 | 0.980 |  |
| Exactly2 | 0.756 | 0.736 | 0.765 | 0.744 | 0.745 | 0.726 | 0.770 | $\mathbf{0 . 7 9 0}$ | 0.713 | 0.740 | 0.959 |
| HeartEW | 0.886 | 0.857 | 0.865 | 0.905 | $\mathbf{0 . 9 0 6}$ | 0.891 | 0.799 | 0.827 | 0.875 | 0.853 | 0.895 |
| IonosphereEW | $\mathbf{0 . 9 9 1}$ | 0.962 | 0.968 | 0.941 | 0.927 | 0.912 | 0.917 | 0.938 | 0.958 | 0.940 | 0.970 |
| KrvskpEW | 0.976 | 0.974 | $\mathbf{0 . 9 7 8}$ | 0.972 | 0.973 | 0.949 | 0.951 | 0.958 | 0.962 | 0.964 | 0.966 |
| Lymphography | 0.963 | 0.966 | 0.929 | 0.954 | 0.913 | 0.932 | 0.882 | 0.876 | 0.884 | 0.889 | $\mathbf{0 . 9 6 9}$ |
| M-of-n | $\mathbf{1 . 0 0 0}$ | 0.999 | 0.999 | $\mathbf{1 . 0 0 0}$ | 0.995 | 0.985 | 0.950 | 0.963 | 0.948 | $\mathbf{1 . 0 0 0}$ | 0.964 |
| PenglungEW | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | 0.938 | 0.956 | $\mathbf{1 . 0 0 0}$ | 0.969 | 0.982 | 0.867 | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ |
| SonarEW | $\mathbf{1 . 0 0 0}$ | 0.948 | 0.957 | 0.968 | 0.957 | 0.956 | 0.983 | 0.938 | 0.994 | 0.938 | 0.919 |
| SpectEW | $\mathbf{0 . 9 5 6}$ | 0.847 | 0.851 | 0.879 | 0.931 | 0.915 | 0.759 | 0.772 | 0.858 | 0.896 | 0.810 |
| Tic-tac-toe3 | 0.839 | 0.838 | 0.823 | $\mathbf{0 . 8 5 6}$ | 0.818 | 0.810 | 0.781 | 0.782 | 0.825 | 0.807 | 0.799 |
| Vote | 0.987 | 0.966 | $\mathbf{0 . 9 9 8}$ | 0.962 | 0.967 | 0.984 | 0.962 | 0.970 | 0.960 | 0.997 | 0.957 |
| WaveformEW | 0.762 | $\mathbf{0 . 7 7 6}$ | 0.766 | 0.759 | 0.729 | 0.728 | 0.728 | 0.719 | 0.753 | 0.753 | 0.738 |
| WineEW | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | 0.998 | 0.998 | 0.976 | 0.983 | 0.983 | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ |
| Zoo | $\mathbf{1 . 0 0 0}$ | 0.968 | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | 0.997 | 0.984 | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ |



Fig. 9. Average of accuracy.


Fig. 10. Average of selected features.

Table 14
Average of selected features.

| fn | FOCLMPA | AEO | MRFO | MPA | HHO | HGSO | WOA | GWO | GA | PSO | SSA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Breastcancer4 | 2.867 | 3.733 | 3.067 | 2.933 | 1.800 | 3.400 | 2.400 | 2.600 | 4.800 | 3.000 | 3.267 |
| BreastEW | 14.000 | 14.467 | 7.200 | 6.800 | 8.600 | 9.333 | 5.667 | 8.467 | 20.867 | 10.267 | 15.733 |
| CongressEW | 5.100 | 5.933 | 3.533 | 4.933 | 6.733 | 2.733 | 3.867 | 5.067 | 10.667 | 5.933 | 8.467 |
| Exactly | 6.300 | 6.400 | 6.933 | 6.400 | 6.733 | 8.067 | 8.600 | 6.533 | 9.400 | 6.500 | 8.267 |
| Exactly2 | 2.567 | 5.533 | 2.500 | 4.000 | 2.500 | 5.667 | 2.333 | 1.400 | 9.400 | 2.500 | 8.200 |
| HeartEW | 3.533 | 8.133 | 5.667 | 5.733 | 5.800 | 4.200 | 4.533 | 6.267 | 10.867 | 5.467 | 6.867 |
| IonosphereEW | 14.367 | 19.533 | 8.067 | 9.400 | 9.467 | 8.933 | 8.467 | 8.800 | 28.067 | 11.000 | 19.067 |
| KrvskpEW | 14.267 | 22.400 | 19.667 | 14.533 | 19.067 | 17.800 | 19.000 | 20.667 | 28.867 | 16.200 | 22.933 |
| Lymphography | 11.600 | 10.067 | 12.200 | 9.133 | 9.600 | 7.133 | 4.067 | 8.000 | 14.000 | 7.400 | 9.933 |
| M-of-n | 6.400 | 6.600 | 6.533 | 6.467 | 8.467 | 8.267 | 9.400 | 8.600 | 9.200 | 6.133 | 8.733 |
| PenglungEW | 50.300 | 128.000 | 48.667 | 58.133 | 67.200 | 77.733 | 40.533 | 106.800 | 267.267 | 134.600 | 185.333 |
| SonarEW | 24.233 | 35.200 | 26.933 | 29.467 | 24.800 | 25.933 | 30.933 | 24.467 | 50.000 | 28.667 | 35.333 |
| SpectEW | 8.900 | 12.067 | 4.667 | 8.067 | 8.333 | 7.667 | 3.733 | 6.533 | 16.933 | 7.867 | 12.600 |
| Tic-tac-toe 3 | 7.000 | 5.800 | 6.467 | 6.133 | 5.933 | 4.667 | 5.400 | 5.267 | 6.333 | 5.000 | 5.867 |
| Vote | 4.433 | 6.067 | 5.733 | 4.733 | 4.867 | 5.200 | 6.867 | 4.200 | 11.067 | 3.067 | 6.933 |
| WaveformEW | 15.467 | 30.133 | 25.933 | 18.733 | 18.533 | 19.867 | 22.000 | 19.733 | 34.200 | 17.333 | 26.800 |
| WineEW | 4.133 | 6.467 | 5.133 | 5.000 | 6.200 | 5.267 | 6.267 | 5.467 | 9.467 | 4.333 | 6.600 |
| Zoo | 3.667 | 6.667 | 6.267 | 2.667 | 5.600 | 6.200 | 8.067 | 8.267 | 9.000 | 3.733 | 6.867 |

Table 15
Average of fitness value obtained by each algorithm.

| fn | FOCLMPA | AEO | MRFO | MPA | HHO | HGSO | WOA | GWO | GA | PSO | SSA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Breastcancer4 | 0.053 | 0.058 | 0.068 | 0.072 | 0.071 | 0.060 | 0.074 | 0.068 | 0.102 | 0.059 | 0.055 |
| BreastEW | 0.071 | 0.071 | 0.046 | 0.040 | 0.064 | 0.091 | 0.070 | 0.081 | 0.128 | 0.047 | 0.078 |
| CongressEW | 0.055 | 0.068 | 0.048 | 0.038 | 0.036 | 0.030 | 0.074 | 0.108 | 0.102 | 0.062 | 0.089 |
| Exactly | 0.048 | 0.049 | 0.054 | 0.050 | 0.061 | 0.085 | 0.160 | 0.141 | 0.192 | 0.066 | 0.101 |
| Exactly2 | 0.240 | 0.280 | 0.219 | 0.261 | 0.216 | 0.290 | 0.217 | 0.200 | 0.331 | 0.242 | 0.274 |
| HeartEW | 0.168 | 0.191 | 0.165 | 0.130 | 0.155 | 0.130 | 0.216 | 0.204 | 0.196 | 0.174 | 0.145 |
| IonosphereEW | 0.051 | 0.091 | 0.052 | 0.081 | 0.042 | 0.106 | 0.099 | 0.082 | 0.121 | 0.086 | 0.083 |
| KrvskpEW | 0.067 | 0.086 | 0.075 | 0.066 | 0.074 | 0.095 | 0.097 | 0.095 | 0.115 | 0.077 | 0.095 |
| Lymphography | 0.097 | 0.087 | 0.132 | 0.092 | 0.106 | 0.101 | 0.129 | 0.156 | 0.182 | 0.141 | 0.084 |
| M-of-n | 0.049 | 0.051 | 0.051 | 0.050 | 0.054 | 0.077 | 0.118 | 0.100 | 0.118 | 0.047 | 0.100 |
| PenglungEW | 0.026 | 0.039 | 0.015 | 0.074 | 0.012 | 0.024 | 0.041 | 0.049 | 0.202 | 0.041 | 0.057 |
| SonarEW | 0.050 | 0.106 | 0.083 | 0.078 | 0.069 | 0.083 | 0.067 | 0.096 | 0.089 | 0.103 | 0.132 |
| SpectEW | 0.080 | 0.193 | 0.156 | 0.146 | 0.158 | 0.112 | 0.234 | 0.235 | 0.205 | 0.129 | 0.228 |
| Tic-tac-toe3 | 0.223 | 0.211 | 0.232 | 0.198 | 0.236 | 0.223 | 0.257 | 0.255 | 0.228 | 0.229 | 0.246 |
| Vote | 0.039 | 0.069 | 0.038 | 0.064 | 0.039 | 0.047 | 0.046 | 0.053 | 0.105 | 0.022 | 0.082 |
| WaveformEW | 0.270 | 0.277 | 0.275 | 0.264 | 0.266 | 0.294 | 0.300 | 0.303 | 0.308 | 0.266 | 0.303 |
| WineEW | 0.039 | 0.050 | 0.039 | 0.038 | 0.043 | 0.042 | 0.070 | 0.057 | 0.088 | 0.033 | 0.051 |
| Zoo | 0.023 | 0.070 | 0.039 | 0.017 | 0.027 | 0.039 | 0.053 | 0.066 | 0.056 | 0.023 | 0.043 |



Fig. 11. Average of fitness value.

### 3.5.4. Results and discussion

The comparison of results between the developed FOCLMPA with other methods are given in Tables 13-15. Table 13 shows the average of the accuracy values obtained by each algorithm overall the total number of runs. From these recorded results it can be observed that developed FOCLMPA has the higher accuracy value at three datasets, namely, IonosphereEW, SpectEW, and SonarEW. In addition, it has the same accuracy with other algorithms at five datasets, namely, Exactly, M-of-n, PenglungEW, WineEW, and Zoo. However, AEO, MRFO, and MPA allocates the second rank in terms of accuracy which has two high accuracy values. In addition, by observed the average of each algorithm overall the tested dataset, as in Fig. 9, it can be noticed the superiority of FOCLMPA over the comparison algorithms.

To validate the ability of the developed FOCLMPA to reduce the number of features by removing the irrelevant features, the average of selected features is given Table 14. From this table, it can be noticed that FOCLMPA finds the smallest number of features at six datasets including Exactly, HeartEW, KrvskpEW, SonarEW, WaveformEW, and WineEW. Followed by WOA which has smallest number features at four datasets BreastEW, Lymphography, PenglungEW, and SpectEW. Also, PSO and HGSO have ability to find the smallest number of features at two datasets. Fig. 10 shows the average of number of selected features overall the tested datasets. One can be seen that FOCLMPA has better average among all the algorithms followed by HHO. This indicates the high ability of FOCLMPA to select the relevant features and remove the irrelevant features without influence on the quality of the original data.

Table 15 shows the average of fitness value for each algorithm overall the given datasets. It can be seen that the FOCLMPA has the smallest fitness value at three datasets. Also, the traditional MPA has better fitness value at five datasets. However, by analysis the average of fitness value overall datasets, as in Fig. 11, it can be observed that FOCLMPA has best average followed by HHO and MPA, respectively.

## 4. Conclusion and future works

In this paper, a modified Marine Predator Algorithm (MPA) is introduced based on the concept of comprehensive learning strategy and a memory perspective of the fractional calculus. This modification aims to enhance the ability of MPA to balance exploration and exploitation. In addition, sharing the history of the best knowledge support of MPA by a suitable tool to avoid attraction to the local point. To validate the performance of developed fractional-order comprehensive learning MPA (FOCLMPA), different experiments were conducted. For example, a set of global optimization functions from CEC2017 and CEC2020 have been used to assess its ability to find comparable solutions in different landscapes and with different characteristics. In addition, the applicability of FOCLMPA has been tested using real-world engineering problems and in feature selection using complex datasets. The experimental results provide evidence of the high performance of the developed FOCLMPA over other

MA techniques via using several statistical and nun-parametric analysis.

According to the wonderful results obtained by using the developed FOCLMPA, it open a new trend in future works to combine the comprehensive learning strategy and memory perspective of the fractional calculus. In addition, the proposed FOCLMPA can be applied in other fields such as image segmentation, task scheduling in fog computing, security, data clustering, and power applications.
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