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ABSTRACT

In this research, a new mixed-integer linear programming (MILP) formulation for the production-
distribution-routing problem is developed in a sustainable agricultural product supply chain net-
work (SAPSCN) considering CO, emission. The objective functions of the SAPSCN model seek to
minimise the economic effects containing total costin SAPSCN and environmental impacts including
production and operation emissions, water consumption in production, operational water consump-
tion, and transportation emission, as well as to maximise social impacts including on the number of
the created works. Due to the complexity and NP-hardness of the SAPSCN formulation, four multi-
objective meta-heuristic algorithms were applied, and two new hybrid meta-heuristic algorithms
were developed. To assess the efficiency of the suggested meta-heuristic algorithms, various test
instances were used to solve the proposed model and comparisons and sensitivity analyses were car-
ried out with various criteria. A real case study is provided to validate the mathematical model. Finally,
the results of the hybrid simulated annealing and particle swarm optimisation algorithm emphasises
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that it is more robust than other proposed algorithms to solve the problem in a reasonable time.

1. Introduction

Agriculture is one of the most critical factors in any coun-
try’s economy, performing a key role in economic and
political independence (Heard et al., 2018). Also, due to
their several natural resources and climate, some coun-
tries have four seasons in different regions at the same
time and can therefore focus on this crucial element
in their economy (Mogale, Kumar, Kumar, et al., 2018;
Allaoui et al.,, 2018). However, it has not played a signif-
icant role in developing countries’ economies despite the
attempts to increase production and export agricultural
products. Weak management in programming and the
sustainable agricultural product supply chain network
(SAPSCN) and the entry of dealers and intermediaries
are possibly the main reasons for failure in this field
(Mogale, Kumar, Kumar, et al., 2018).

The design of the SAPSCN is more challengeable
when sustainability is accepted in common economy-
centred approaches. One of the substantial challenges in
this respect is the wide range of influential factors related
to sustainability that should be taken into consideration;
several factors of which cannot be fully integrated into, or

measured by, a one-step optimisation problem. Accord-
ingly, a scientific approach should be implemented as
regards environmental conservation, economic growth,
and social effects (Allaoui et al., 2018; Ghasemzadeh
et al,, 2021). Some works have been done to identify the
sustainable features of the SAPSCN, but there has been
little attempt to present a comprehensive framework.
Sustainable innovations in organisations can be reached

on the operational, tactical, and strategic levels. The
relevant decisions may consist of selecting sustainable
suppliers, the design of a sustainable supply chain net-
work (SCN), i.e. purchase, transportation, production,
and information technology. Meanwhile, the main con-
tribution of the current study is to merge two signifi-
cant topics: optimisation of the sustainability function
impacts and sustainable supplier selection in designing
the SAPSCN. Since a few studies have been done so far,
the current paper can be considered as a primary effort
in this regard. Therefore, the main subjects addressed
by our paper have been classified under the rubrics of
‘agricultural products supply chain’, ‘sustainability in the
SCN’, and concerning the problems of designing the
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agricultural products network. Here, some of the relevant
studies are evaluated.

Agricultural products including Orange, Lemon,
Pomegranate, etc. are the most important subtropical and
tropical fruits worldwide. Annually, in the gardens, sort-
ing facilities, and also fruit markets, large amounts of
citrus become inedible because of decay and cause huge
losses for farmers, distributors, and customers. The costs
include but are not confined to transportation costs, pur-
chasing costs, and production costs. In addition, fixed
water consumption of closing/maintaining/opening of
carrier location (distribution centre), water pressure
index, location efficiency rating, and other implicit costs
and parameters should be added to the mentioned
parameters and costs. Due to these gigantic costs, the
necessity of SAPSCN implementation in agriculture sup-
ply chains is inevitable. To the best of our knowledge, this
is the first study considering SAPSCN implementation in
the proposed network. For this purpose, at first, a net-
work for a sustainable agricultural product supply chain
is developed.

Ferrer et al. (2008) formulated a model for decision-
making as regards the amount of harvest production in
each period, the means of transportation to the final
product processing location and the planning of prod-
uct processing and packing in the factory in a framework
of an MILP model for red grape. Their model consid-
ers product harvesting cost and product quality decrease
cost due to the delay in the objective function. Ahumada
and Villalobos (2009) employed one of the first evalua-
tions related to model programming in the agricultural
SCN. They presented their research based on existing
papers by concentration on various agricultural products,
including perishable and non-perishable products and
most vegetables. Audsley and Sandars (2009) carried out
their research using the operation research model in the
agriculture section, but it was limited to changes in Great
Britain only. Zhang and Wilhelm (2011) proposed a for-
mulation for the industry of products such as vegetables,
grapes, fruits, tree-borne dried fruit, ornamental plants,
various kinds of berries, and dried fruits. Ahumada et al.
(2012) tried to find a balance between product cost and
its quality by managing worker costs and by considering
product value and means of transportation in the form of
a dynamic MILP formulation. The goal of their formula-
tion was to maximise the farmer’s gain in proportion to
product quality. Also, Shukla and Jharkharia (2013) sum-
marised the existing literature in producing fresh com-
modities, such as fruits, vegetables, and flowers. The main
feature of their study is that it concentrates on the evalua-
tion of published studies on the production of perishable,
non-perishable, and fresh products. To concentrate more
on SCN specifications, Farahani et al. (2014) presented

samples of decision making in a general SCN, while
Tsolakis et al. (2014) developed a decision-making type
in the agriculture product SCN. Gonzélez-Araya et al.
(2015) offered an MILP model to support the program-
ming of decision making in a garden, with the purpose
of decreasing the amount of used sources and ensuring
fruit production with the best quality. Nadal-Roig and
Pla-Aragonés (2015) extended a linear formulation for
designing daily fruit transportation from warehouses to
processing companies. Allaoui et al. (2018) suggested a
sustainable Agri-Food SCN design employing a hybrid
multi-objective two-stage decision-making approach due
to the ordered weighted averaging (OWA) and analytic
hierarchy process (AHP) approaches.

In mathematical optimisation and artificial intelli-
gence, heuristic methods or meta-heuristic algorithms
are designed techniques for efficient practical problem
solving in which the exact solution methods are very slow
or cannot offer an optimal or even near-optimal solution.
Meta-heuristic algorithms are shortcuts for obtaining
solutions. Amorim et al. (2012) formulated a multi-
objective formulation for perishable commodity schedul-
ing. They represented a hybrid NSGA-II algorithm with
suitable efficiency. Asgari et al. (2013) developed an
optimisation problem of transportation and storage of
wheat in Iran, in which they proposed a mixed-integer
programming (MIP) formulation. The objective func-
tion was to decrease wheat transportation and storage
costs. They suggested memetic algorithm (MA) and
tabu search (TS) algorithm to solve it. Uu Pauls-Worm
et al. (2014) proposed a stochastic formulation for prod-
uct programming for goods transported from a food
producer. They considered the services level and non-
seasonal demand for perishable commodities. Arigoni
(2016) offered a production scheduling integrated plan-
ning model for the diary SCN. Also, they presented a
hybrid approach of MIP and constraint programming
to solve their model. Mogale et al. (2016) developed
an mixed integer non-linear programming (MINLP) to
minimise the transportation, inventory, and operational
cost of shipping food grains from the cluster of procure-
ment centres of producing states to the consuming state
warehouses. Then, they used the chemical reaction opti-
misation (CRO) algorithm. Finally, they considered a real
case study in Indian Public Distribution System (PDS)
to validate their model. Bortolini et al. (2016) presented
a sustainable distribution network for operational costs
optimisation, total diffusion of carbon dioxide gas, and
product delivery time. Mogale et al. (2017) formulated a
multi-period transportation problem for weighted wheat
in a two-level version of the SCN of the general distri-
bution system. They developed a MINLP formulation
after considering the wheat SCN scenario of India, for
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which they aimed to minimise operation, warehouse, and
transportation costs. Besides, to solve their model, they
used the chemical reaction optimisation (CRO), and TS
algorithms, and developed a hybrid CROTS algorithm.
Mogale, Kumar, Kumar et al. (2018) presented a new inte-
grated multi-period, multi-model, and multi-objective
formulation for the location allocation problem of seed
silos. Also, they presented a mathematical model in the
form of MINLP. Therefore, a non-dominated sorting
chemical reaction optimisation (NCRO) algorithm was
presented. Cheraghalipour et al. (2018) developed a novel
model for a citrus closed-loop supply chain (CLSC) to
maximise responsiveness to customer demands and min-
imise total costs; they also developed a multi-objective
Keshtel algorithm (MOKA).

Sahebjamnia et al. (2020) extended a multi-period,
multi-objective, and three-echelon citrus SCN. They
developed an MINLP formulation to plan the chain’s net-
work. The goal of the formulation was to minimise waste,
transportation, and holding inventory costs and to max-
imise benefit on the network level. To solve the model on
a large-scale basis, three meta-heuristic algorithms, i.e.
multi-objective particle swarm optimisation (MOPSO),
non-dominated sorting genetic algorithm II (NSGA-II),
and multi-objective imperialist competition algorithm
(MOICA) were used. Cheraghalipour et al. (2019) sug-
gested a bi-level formulation for a rice SCN using an
algorithm constituted by a hybrid of the PSO and GA,
and a modified version of the GPA meta-heuristic algo-
rithms. Roghanian and Cheraghalipour (2019) presented
a set of meta-heuristic algorithms for a multi-objective
closed-loop citrus SCN regarding CO, emissions, which
sought to maximise demand responsiveness and min-
imise total costs and CO, emissions. Besides, they devel-
oped a new tree growth algorithm (TGA) and used
the non-dominated ranking genetic algorithm (NRGA),
NSGA-II, multi-objective simulated annealing (MOSA),
and MOKA algorithms to solve the model. The Taguchi
method was used to tune these algorithms. Bottani et al.
(2019) extended a new resilient food SCN and formulated
a new bi-objective MILP mathematical model. Thus, they
attempted to minimise the total SC lead time and max-
imise the total profit. Besides, they utilised an adapted ant
colony optimisation (ACO) algorithm to find the Pareto
solutions. Manna et al. (2019) investigated an imperfect
production-reproduction inventory model for two types
of quality items (item-I and item-II) produced in two
different plants (plant-I and plant-II). They considered
a single management system over a known-finite time
horizon with consideration of environment pollution
control through industrial waste management. Accord-
ingly, two conflicting objectives were proposed of which
one is the maximisation of the total profit out of two

plants and the other is the minimisation of greenhouse
gas emission from industrial waste over the finite time
horizon.

Fakhrzad and Goodarzian (2021) developed a new
bi-objective multi-level Citrus SCN. Also, an MINLP
model is formulated. Their main aims are including to
minimise the total costs and to maximise the profit. To
solve their model, multi-objective meta-heuristic algo-
rithms including ACO and SA are used so that the
results of the multi-objective ACO are shown better
than SA. Dwivedi et al. (2020) suggested a new two-
echelon agro-food grain SCN with carbon emissions as
well formulated a new MINLP model. Their goals are
to minimise the total transportation costs and carbon
emissions. Hence, quantum-based genetic and genetic
algorithms are utilised to find Pareto solutions. Rabbani
et al. (2020) developed a multi-objective multi-period
sustainable location-allocation SCN model under uncer-
tainty considering CO, emissions. To handle uncertainty
parameters, a novel approach of uncertainty named
hybrid robust possibilistic programming-1I (HRPP-II)
was suggested. Finally, a case study was solved by the
improved augmented e-constraint method (AUGME-
CON?2) to attain Pareto solutions. Delfani et al. (2020)
investigated a multi-objective mathematical model to
address a new version of the hazardous waste location-
routing problem under uncertainty. Another contribu-
tion of their research is the development of a basic
possibilistic chance-constrained programming (BPCCP)
method. To cope with the uncertainty parameters, a
robust possibilistic programming was considered.

Goodarzian and Hosseini-Nasab (2021) applied a
fuzzy multi-objective model for a production-distribution
network design under uncertainty for a four-echelon
SCN considering a set of transportation modals with
different reliability rates. They formulated an MILP
model for their network. To solve their model, a hybrid
two-phase solution procedure was suggested according
to the possibilistic programming, fuzzy multi-objective
programming, and an efficient algorithm called self-
adaptive differential evolution algorithm. Aloui et al.
(2021) studied the integrated planning problem of loca-
tion, inventory, distribution, and routing to design
two-echelon green logistics networks in collaborative
and non-collaborative scenarios. They proposed a bi-
objective MILP for their network. First of all, a res-
olution of the several scenarios with a single objec-
tive and a comparison of the results was conducted.
After that, a multi-objective optimisation utilising an
aggregation approach was performed to attain a good
trade-off between the economic objectives and environ-
mental ones. Manna, Akhtar, et al. (2021) developed a
hybrid tournament differential evolution algorithm on
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a two-warehouse inventory control problem of deterio-
rating items with the objective of determining the lot-
size, maximum shortage level, and cycle length of the
concerned system. Finally, they performed analysis of
variance, Wilcoxon rank-sum test, and Friedman test.
Ghosh etal. (2021) proposed a single manufacturer, multi
retailers’ green supply chain model. Also, they consid-
ered the green level of the product, selling price, and sales
efforts dependent on customer demand. In addition, the
effects of various payment strategies during the purchase
of the product were compared. Hence, the Stackelberg
game method was employed to maximise the average
profits of supply chain members. Manna, Benerjee, et al.
(2021) developed a two-plant production model in a sin-
gle manufacturing system with the warranty period of the
product and carbon emission level dependent demand.
Their main aims were to determine the optimal values of
the product’s warranty period and the production period

Table 1. The summary of the examined studies

in each plant in order to maximise the average profit
of the manufacturer based on some constraints. Finally,
two numerical examples were proposed and solved by
four meta-heuristic algorithms to show and validate their
model.

Finally, the results of their proposed methods are com-
pared together. The details of the examined studies are
reported in Table 1.

1.1. Contributions and motivations

According to the mentioned gaps in the sustainable sup-
ply chain network design (SCND) problem, the current
study considers sustainable agriculture SCND consider-
ing CO, emissions and water consumption that are a
four-level SCN involving suppliers (farmers), transporta-
tion locations, distribution centres, and retailers. The
main goal is finding the most efficient network according

The type of the problem The type of the model
Solution
Mathematical methodol- Water con- c0o2 Case
References model Production Distribution  Routing ogy sumption emissions study Sustainable  Optimization
Ferrer et al. MILP * Decision- *
(2008) making
method
Ahumada and Review
Villalobos paper
(2009)
Audsley and Review
Sandars paper
(2009)
Zhang and Review
Wilhelm paper
(2011)
Amorim et al. MILP * * CPLEX *
(2012)
Ahumada et al. MILP * * Simulation *
(2012) approach
Shukla and Review
Jharkharia paper
(2013)
Asgari et al. MIP * MA, TS * *
(2013)
Farahani et al. Review
(2014) paper
Pulse-Worm MILP * Simulation *
etal. (2014) approach
Tsolakis et al. Review
(2014) paper
Gonzélez-Araya MILP CPLEX * *
etal. (2015)
Nadal-Roig MILP * CPLEX * *
and Pla-
Aragonés
(2015)
Arigoni (2016) MILP * Heuristic *
method
Bortolini et al. MILP * CPLEX * * * *
(2016)
Mogale et al. MINLP * CRO * *
(2016)

(continued).
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Table 1. Continued.

The type of the problem The type of the model
Solution
Mathematical methodol- Water con- C02 Case
References model Production Distribution Routing ogy sumption emissions study Sustainable  Optimization
Mogale et al. MINLP * CRO, TS, hybrid * *
(2017) CROTS
Allaoui et al. MILP * * OWA and AHP * * * *
(2018)
Mogale, Kumar, MINLP NSRO, NSGA-II * *
and Tiwari
(2018)
Cheraghalipour MILP * MOKA, MOSA, * *
etal. (2018) NSGA-II,
NRGA
Sahebjamnia MINLP * * MOPSO, *
etal. (2020) NSGA-II,
MOICA
Manna et al. MILP * MOGA, MOPSO *
(2019)
Cheraghalipour MILP * GA, PSO * *
etal. (2019)
Roghanian and MILP * * TGA, NRGA, * * *
Cheraghalipour(2019) MOSA,
NSGA-II,
MOKA
Bottani et al. MILP * ACO * *
(2019)
Fakhrzad and MINLP * * ACO, SA *
Goodarzian
(2021)
Dwivedi et al. MINLP * * Guantum- * * *
(2020) based
genetic
and genetic
algorithms
Rabbani et al. MILP AUGMECON2 * * *
(2020)
Delfani et al. MILP * CPLEX *
(2020)
Goodarzian MILP * * Self-adaptive *
and differential
Hosseini- evolution
Nasab algorithm
(2021)
Aloui et al. MILP * * Aggregation * *
(2021) approach
Manna, MILP * Meta-heuristic * *
Beberje, algorithms
etal. (2021)
Ghosh et al. MILP Stackelberg * *
(2021) game
method
Manna, Akhtar, MILP a hybrid *
etal. (2021) tournament
differential
evolution
algorithm
This paper MILP * * * SA, TS, PSO, * * * * *
GA, Hybrid
SA-PSO,
Hybrid
GA-TS
to the three pillars of sustainability. The main contribu-  impacts), environmental impacts, and social effects
tions that specify from current ones are: simultaneously.
« Formulating a new MILP model to design a SAP- « Integrating production, distribution, and routing
SCN considering CO; emissions and water consump-  decisions in the SAPSCN model.

tion whose goals are to minimise total costs (economic « Considering sustainability in the suggested model.
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« Suggesting four meta-heuristic algorithms including
TS, PSO, SA, and GA to solve the proposed model.

» Developing two new hybrid meta-heuristic algo-
rithms, namely, hybrid simulated annealing and parti-
cle swarm optimisation (HSA-PSO) and hybrid genetic
algorithm and tabu search (HGA-TYS) to find the optimal
solutions for the first time.

» Demonstrate the effectiveness of the developed algo-
rithms over the other proposed algorithms.

o Providing a real case study in Iran/Mazandaran to
validate the proposed model.

The paper is structured as follows: In Section 3,
the description of the problem and the formulation of
the mathematical modelling will be presented. Solution
methodologies, for model validation, along with several
numerical examples are discussed in Section 4. Eventu-
ally, in Section 5, conclusions, managerial insights, and
future studies are provided.

2. Mathematica formulation
2.1. Problem statement

In this section, a new multi-echelon SAPSCN, including
suppliers (farmers), transportation locations, distributer

Customers I@.‘ ‘-@I ]@ﬁ '@'
Distribution centers *;;* Q,.‘} .05,:'}
Sie e /“;;;-ﬁ
Carrier locations %
Suppliers (farmers) ’\5 ’\ "9

Figure 1. The framework of the studied SAPSCN.

Table 2. The used indices in the objective functions.

centres, and customers (retailers), is considered. A multi-
objective SAPSCN has been designed with the aims
of selecting effective suppliers from a candidate col-
lection of suppliers and locating a number of effi-
cient carriers and distributer centres to meet customer
demands. The proposed SAPSCN tries to minimise eco-
nomic and environmental effects and to maximise social
aspects and supplier (farmer) satisfaction, concern-
ing distribution capacity and transportation constraints.
The structure of the SAPSCN problem is indicated in
Figure 1.

In this paper, three objective functions are considered:
the economic, environmental, and social impacts. The
related indices are presented in Table 2.

As a significant point, the water amount in this formu-
lation is assessed by multiplying the amount of used water
by the water pressure index which is computed accord-
ing to the freshwater of the location. Essential boundary
conditions have been considered for the SCN aimed at
meeting customer needs. Therefore, the SCN is drawn
inversely, i.e. it is defined by what the consumer wants
through a raw material supplier.

Customer demand is the foremost in the proposed
model. Potential suppliers, transportation locations and
distribution centres, and their capacities have been deter-
mined. Furthermore, for each selected supplier, decisions
should be made concerning the total number of prod-
uct units which should be produced by the transporter
and transferred to the distributor; all units of raw mate-
rial that require to be bought and transported from the
selected supplier, and the total number of commodity
units which should be distributed from the distribution
centre to the customer.

The total cost of SCN consists of production, raw
material purchasing, distribution, closing and opening
fixed transportation, inventory holding, and changing
location capacity costs. Also, it is supposed that the car-
bon emission and water consumption of the three sources
are as follows:

Objective

functions
Main players Economic Environmental Social
Supplier Transportation cost, Raw material cost, and Transportation emission -

emission tax Transportation

Operational cost, Closing and opening
cost, Production and transportation
costs, Capacity change cost, Emission tax
Transportation, and Energy cost

Transportation

Distribution Closing and opening cost, Capacity change
cost, Emission tax, Operational cost,
Transportation cost, Transportation, and

Energy cost

Production emission, operation
emission, Production water
consumption, operational water
consumption, and Transportation
emission

operation emission, operational water
consumption, and Transportation
emission

Number of created works

Number of created works
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(1) From suppliers: transportation to the carrier and raw
material production.

(2) From carriers: established locations, commodity
production, and transportation to distribution cen-
tres.

(3) From distribution centres: established locations and
product delivery to customers.

Finally, created jobs are related to opening and closing
locations.

2.2. Mathematical modelling

According to the problem descriptions and its assump-
tions, the mathematical formulation is designed with the
aim of minimising the sustainability, economic, envi-
ronmental, and social objective functions and maximis-
ing the SCN efficiency by using the calculated efficiency
for each of the carrier, distributer centre, and supplier
locations. Before engaging in the model, introducing its
variables, indices, and parameters is necessary.

2.2.1. Indices
Productp ={1...P}
i Suppliersi = {1...I}
e  Thetypeofenergye={1...E}
j Carrier locationj = {1...]}
k  Distributer centre k = {1...K}
m  Raw material m = {1... M}
l Customer [ ={1...L}
s Transportation system s = {1... S}
t Period t ={1...T}

2.2.2. Parameters

w;l Product order p by customer / dur-
ing period ¢

€m Number of units of m needed to
make a unit of raw material

Amp Number of units of m needed to
make a unit of product p

1 Capacity of supplier i for the supply
of m during period ¢

w(E); Lower bound of carrier place capac-
ity j (distribution centre)

w' (B); Higher bound of carrier place capac-
ity j (distribution centre)

K (E); Initial capacity of carrier location
j (distribution) at the beginning of
the first period (opening = 1, clos-
ing = 0)

@(B); Initial position of carrier location

j (distribution) at the beginning of
the first period (opening = 1, clos-
ing = 0)

n(e,0)T(E),,

t
0;

(6, 0)CT (E)!

9 (T,E)T(E, C)

t
Pmi

(T, E)T(E, C)

14 (g);je

)//(g);je

t
1_‘mi

F/tm,'

€(z,0)T(E)!,

Bj
a(e, o) T(E)}e

a, b, c

t

mijs

t
mijs

Fixed cost of closing/maintaining
/opening carrier location j (distrib-
utor) using energy type e during
period ¢

The amount of work created by the
location of opening j during period
t

Fixed cost of reducing/maintaining/
increasing a unit of capacity at car-
rier location j (distribution centre)
during period ¢

Transportation cost of a unit of m
or product from supplier (carrier,
distribution centre) i to carrier (dis-
tribution centre, customer) j using
Transportation type s during period
t

Production cost of a unit of product
p in carrier location j using energy
type e during period ¢

Purchasing cost of a unit of m from
supplier i during period ¢
Transportation emission of a unit of
m or product from supplier (trans-
portation, distribution centre) ito
carrier (distribution centre, cus-
tomer) j using transportation type s
during period ¢

Production output of a unit of prod-
uct p in carrier location j using
energy type e during period ¢

The amount of water produced by a
unit of product p at carrier location
j using energy type e during period
t

Output generated to produce raw
material unit m from supplier i dur-
ing period ¢

Water consumption for the produc-
tion of a unit of m from supplier
iduring period ¢

Fixed water consumption of clos-
ing/maintaining /opening of carrier
location (distribution centre) j by
using energy type e during period ¢
Water pressure index of location j
The fixed output created by clos-
ing/maintaining/opening  carrier
(distribution centre) j using energy
type e during period ¢
Location efficiency rating j
CO, emission weights,
utilisation, and work done

water
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2.2.3. Decision variables

IT(A, Q)t(e); The binary decision variable represents
the current state (closing, opening) of carrier loca-
tion (distribution centre) j during period t (open-
ing = 1, closing = 0)

I (v, Q)t(e)} The integer decision variable represents
the increase (present, decrease) of the capacity of
carrier location j (distribution) during period ¢

I (t, e)t(e, c)imjS The quantity of m or product from

the supplier (carrier, distribution centre) i to carrier

j (distribution centre, customer) using transporta-

tion type s during period ¢

oje The amount of product p produced at carrier

location j using energy type e during period ¢

Q)!

2.2.4. Objective functions

1=min(d_ > > 33" JECh T echy,

sIS T plp KIK 1L
+2.2. 2.2 ) CTE, M teyy
sIs T plp jlj KkIK
D200 D0 D T w1t
sIS T mIM jlj jITEj
220020 2 2 Tt )
sIS 1T mim i1 ]I]
t t / t 1/ 4+
+ Q1D T At + /s TS
elE tIT jIJ
+noTj, 2t;,)
+ 33> (L, Ael, + i'eE} IUE}
elE fIT jlJ
+ n'oE}, R¢€},))
/ 1/ 4t / t 7/, 4t
+ O > @ erin't + et vt
T iy
+ n’oCTj n’mj)
+ Y (' CE{ e} + 1/'eCE} IT've]
tIT kIK
+ n'0CE} IT' Re}))

Q2D D e e

elE 1T piP jlJ
t t
222220 Smie Vi)
elE tIT mIM jIJ

+Z Z ZZ% H”t;mj 1)

(T miM i1 jiJ

0bj2 = min a(z Z Z Z Z TEC;le H//ec;kls

seS teT peP keK leL
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The three objective functions have been shown in Equa-
tions (1)-(3), respectively. As is shown in Equation (1),
the objective function (1) represents objective function
minimisation concerning the sustainability economy
index given in Table 2. Therefore, the sum of transporta-
tion costs related to transferring from distribution cen-
tres to customers, from carriers to distribution centres,
from carriers to carriers, and from suppliers to carriers
are shown in the first objective function. In addition, the
fixed costs (opening, holding, and closing) related to car-
rier locations and distribution centres, increase in the
fixed costs (holding and decreasing) of carrier location
capacity and distribution centres, and supply costs and
production and distribution costs are indicated, respec-
tively. As is shown in Equation (2), the objective function
(2) is a minimisation of the sum of the social and envi-
ronmental objectives. The environmental function is the
sum of all CO, emissions and overall water consumption.
The total amount of CO, emissions is the sum of released
fixed CO, emissions during the opening, holding, and
closing of carrier locations and distribution centres as
well as the released CO; emissions by transportation, i.e.
from distribution centres to customers, from carriers to
distribution centres, from carriers to carriers, and from
suppliers to carriers are provided. Total CO, emission
is calculated due to the energy state in the carrier loca-
tions and the total emission of raw material production
by the suppliers. The overall amount of consumed water
is the sum of the fixed amount of consumed water during
the opening, closing, and holding of carrier locations and
distribution centres. The consumed water variable relates
to suppliers, carriers, and distribution centres. The social
objective function accords with the number of created or
spoiled works during the opening or closing of carrier
locations and distribution centres.

The third objective function, overall CO, emissions,
overall amount of consumed water, and the number of
generated or spoiled works are weighted by the a, b,
and c factors. It is used to maximise SCN efficiency by
using the calculated efficiency for any location of carriers,
distributors, and suppliers.
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Constraint (4) shows that all customer orders should
be delivered. Constraint (5) establishes that the amount
of raw material supplied by a supplier has a permitted

capacity. Constraints (6) and (7) guarantee the relation-
ship between the existing capacity and the increase and
decrease of a carrier location. Constraint (8) ensures the
capacity (upper and lower bounds) of a carrier loca-
tion. Constraint (9) indicates that the produced amount
cannot be more than that accommodated by the exist-
ing capacity in a carrier location. Constraints (10) and
(11) state the relationship between the existing capacity
and the increase and decrease of a distribution centre.
Constraint (12) shows the capacity (upper and lower
bounds) of a distribution centre. Constraints (13) and
(14) ensure that the delivered amount cannot be more
than that accommodated by the existing capacity in
a distribution centre. Constraints (15) and (16) indi-
cate raw material capacity or deformed products. Con-
straints (17)-(22) show the opening and closing loca-
tions when M is too high. Constraints (23)-(34) ensure
the continuous constraints of the opening and clos-
ing locations. Constraints (35) and (36) define decision
variables.

3. Solution methods

The presented model is NP-hard for medium and large-
scale problems and solving them is time consuming
using exact methods. Accordingly, four suitable meta-
heuristics are applied for comparing the model in test
problems with various sizes. Moreover, two efficient
hybrid meta-heuristics are developed.

In a hybrid algorithm, two or more algorithms are
collectively and cooperatively solve a predefined prob-
lem (Talbi, 2015). In some hybrids, one algorithm may
be incorporated as a sub-algorithm to locate the optimal
parameters for another algorithm, while in other cases,
different components of algorithms such as mutation and
crossover are used to improve another algorithm in the
hybrid structure (Blum & Roli, 2008). With regards to
this nature, hybrid meta-heuristic algorithms can loosely
be divided into two categories:

(i) Unified objective hybrids. Under this category, all
sub-algorithms are utilised to solve the same prob-
lem directly; and different sub-algorithms are used
indifferent search stages. Hybrid metaheuristic algo-
rithms with the local search are an atypical example.
The global search explores the search space, while
the local search is utilised to refine the areas that may
contain the global optimum.

(ii) Multiple objective hybrids. One primary algorithm
is used to solve the problem, while the sub-algorithm
is employed to tune the parameters for the primary
algorithm. In this paper, this category is used for the
hybridisation of the meta-heuristic algorithms.



INTERNATIONAL JOURNAL OF SYSTEMS SCIENCE: OPERATIONS & LOGISTICS . n

Our reason for using the hybrid meta-heuristic algo-
rithms is to combine the advantages of each algorithm to
form a stronger algorithm, while simultaneously trying
to minimise any substantial disadvantage. All in all, the
result of hybridisation can usually make some improve-
ments in terms of either computational speed or accu-
racy. In addition, the hybrid meta-heuristic algorithms
provide the great advantages of increasing the diversity in
a population and hence enhancing the search capability
of the developed hybrid algorithm. Also, the hybrid meta-
heuristic algorithms are said to be superior in giving
optimal or at least sub-optimal outcomes within a specific
time period. Higher flexibility and efficient behaviour are
the reported key advantages when a clever combination
of optimisation techniques with that of suitable meta-
heuristic algorithms are made (Muthuraman & Venkate-
san, 2017). Finally, the last reason for the hybridisation
of meta-heuristic algorithms is technically to enhance
the results, improving the outcomes, or decreasing the
computational time, or both.

3.1. Multi-objective optimisation

The SAPSCN problem has three objectives. The interac-
tions among the solutions are represented by the Pareto
optimal set. This set involves the non-dominated solu-
tions (Sahebjamnia et al., 2020). To clarify, consider three
solutions: solution A, B, and C. Solution A dominates
solutions B and C when all objective functions of A are
not worse than those of B and C and there is available
at least one objective of A that is better than those of B
and C. According to the Pareto optimum set, the cur-
rent study uses four metrics to evaluate the quality of
Pareto fronts as do many recent researches. In this regard,
the solution representation of the utilised multi-objective
meta-heuristics is explained.

3.2. Solution representation

A scheme should be designed to encode the problem
to implement meta-heuristic algorithms. Accordingly,
a two-stage method called Random-Key is employed
(Sahebjamnia et al., 2020). Furthermore, this method
converts an unfeasible solution to a feasible one using a
set of strategies in two stages.

To encode the solution representation, a numerical
example is indicated as follows: suppose that there are
four suppliers (i), five carrier locations (j), three distri-
bution locations (k), five customers (I) with three sorts of
vehicles (s), and 10 products (p). First, the type of vehi-
cle used to transfer each product to the customers should
be designated. In this process, an array by a length of  is
created by uniform distribution: U(0, I). Hence, the types

1 Iz I3 ls Is
| 0.14 | 2.34 | 1.78 | 0.32 | 1.26 ‘ Step1: Initialize the random numbers

| 1 | 3 | 2 | 1 | 2 ‘ Step2: Round the numbers

Figure 2. The proposed procedure to allocate a sort of vehicle for
customers.

of vehicle allocation to transfer products to customers
should be specified. A set of procedures has been dis-
played in Figure 2. Furthermore, the third sort of vehicle
is employed for customers . The first and second sorts
of the vehicles are applied to customers [, lsand I3, Is,
respectively.

3.3. Genetic algorithm

The GA is a common optimisation instrument in engi-
neering calculation. First, GA was suggested by Holland
(1992). 1t is a special kind of evolutionary algorithm that
uses biological evolutionary techniques such as heredity
and mutation. Indeed, it uses Darwin’s natural selection
principle to find optimisation equations to predict or
match the pattern. Two search operators, i.e. crossover
and mutation are defined in this algorithm. In mutation, a
neighbourhood of a generator array is created; and at the
crossover, two solutions are selected as the parents and
after combining, two children are composed such that the
algorithm searches the possible solution space. It blindly
performs the two phases of concentration and diversity
in a meta-heuristic algorithm in the solution space. More
information and details are given in Mirjalili (2019), Nasr
et al. (2021), and Lamiae et al. (2021).

3.4. Simulated annealing

One of the most successful single-solution algorithms
is called SA. This uses a mathematical rationale and is
simple for searching. Its efficiency is appreciated in var-
ious operational research problems and engineering sci-
ences. It uses the rationale of cooling crystallised metal
at high temperatures. It was introduced by Kirkpatrick
et al. (1983). It starts searching using a random solution
at a high temperature. In each stage of the algorithm, a
neighbourhood is created for the solution of the previ-
ous stage. If the mentioned solution is improved, the new
solution is accepted; otherwise, the mentioned solution
is accepted with a probability; it is controlled by cur-
rent temperature and using the Boltzmann function. This
logic helps the algorithm to initially accept bad solutions
with high probability and thereafter with lower probabil-
ity and to escape a local optimisation (Chouhan et al.,
2021 Fakhrzad & Goodarzian, 2021; and Yadav et al,
2021).
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3.5. Tabu search

This algorithm was introduced by Glover and Taillard
(1993). The overall structure of the algorithm is such
that it begins an initial solution and thereafter the best
neighbour solution among current neighbour solutions
is selected. According to the aspiration criteria, if the
neighbour solution is better than the found solutions, the
algorithm will move to it, even if it is in the Tabu list.
The movement of the current solution to neighbour solu-
tions continues until the stop condition is reached. For
more details, Punyim et al. (2018), Camacho-Vallejo et al.
(2021) and Kresnanto et al. (2021) can be read.

3.6. Particle swarm optimisation

One of the efficient optimisation algorithms is the PSO
that was presented by Eberhart and Kennedy (1995). It
was inspired by the social behaviour and food finding
habits of groups of birds. Initially, it was applied for dis-
covering patterns of simultaneous flight in birds and their
sudden change of route and the optimised deformation of
a group in which particles flow in the search space. The
location change of the particles is affected by their expe-
rience, knowledge, and neighbourhood. Therefore, the
mass situation of other particles influences how a parti-
cle is searched. For more information, refer to Salem and
Haouari (2017), Goodarzian et al., (2021), and Fatemi
Ghomi et al. (2021).

3.7. Hybrid simulated annealing and particle swarm
optimisation (HSA-PSO)

Studies confirm that the PSO is considered as a robust
method, with a performance able to handle several types
of optimisation problems (Che, 2012). Likewise, if the
local best and global best positions are equal to the
particle’s position over a number of iterations, it could
be trapped into a local optimum. Hence, to decrease
this drawback, we have combined the SA with the PSO
algorithm. In this hybrid algorithm, new generation
members are generated at each iteration by utilising the
SA algorithm. Also, PSO’s movement rule is used for
these new members and provides a better chance of
exploring new locations. The pseudo-code of the HSA-
PSO algorithm is displayed in Figure 3.

3.8. Hybrid genetic algorithm and Tabu search
(HGA-TS)

For the SAPSCN problem, this research developed
a novel hybrid genetic algorithm in connection with
Tabu search (HGA-TS), which merges GA’s global

%%Hybrid SA-PSO Parameters

MaxIt=1000; % Maximum Number of Iterations
MaxSubIt=10; % Maximum Number of Sub-iterations
T0=10; % Initial Temp.
alpha=0.99; % Temp. Reduction Rate
nPop=50; % Swarm (Population) Size
%Definition of Constriction Coefficients
phil=2.05;
phi2=2.05;
phi=phil+phi2;
chi=2/(phi-2+sqrt(phi”®2-4*phi));
w=chi;
c1=phil*chi;
c2=phi2*chi;
%Initialize Temp.
T=TO;
%$%Initialization
$Empty Structure to Hold Individuals Data
empty_ individual. Position= [];
empty_ individual. Velocity= [];
empty_individual. Cost= [];
empty_individual. Best. Position= [];
empty_ individual. Best. Cost= [];
%Create Population Matrix
pop=repmat(empty_individual,nPop,1);
%Global Best
Best Sol. Cost=inf;
%Initialize Positions
for i=1:nPop
pop(i). Position=unifrnd(VarMin,VarMax,VarSize);
pop(i).Velocity=zeros(VarSize);
pop(i). Cost=Cost Function(pop(i).Position);
pop(i).Best. Position=pop(i).Position;
pop(i).Best.Cost=pop(i).Cost;
if pop(i). Best. Cost<Best Sol. Cost
Best Sol=pop(i).Best;
end
end
%$Vector to Hold Best Cost Values
Best Cost=zeros(MaxlIt,1);
~ %%HAS-PSO Main Loop
for it=1:MaxIt
for subit=1:MaxSublt
for i=1:nPop
$Update Velocity
pop(i).Velocity=w*pop(i).Velocity ...
+c1*rand(Var Size).*(pop(i).Best.Position-pop(i).Position) ...
+c2*rand(Var Size).*(Best Sol. Position-pop(i).Position);
%Apply Velocity Bounds
pop(i).Velocity=min(max(pop(i).Velocity,VelMin),VelMax);
$Update Position
pop(i). Position=pop(i). Position+ pop(i).Velocity;
%Velocity Reflection
flag=(pop(i). Position<Var Min | pop(i). Position>Var Max);
pop(i). Velocity(flag)=-pop(i).Velocity(flag);
%$Apply Position Bounds
pop(i). Position=min(max(pop(i). Position, VarMin), VarMax);

%$Evaluation
pop(i). Cost=Cost Function(pop(i).Position);
%Update Personal Best
if pop(i). Cost<pop(i).Best. Cost
pop(i).Best.Position=pop(i).Position;
pop(i).Best.Cost=pop(i).Cost;
$Update Global Best
if pop(i).Best.Cost<BestSol.Cost
Best Sol=pop(i).Best;
end
end
end
%$Store Best Cost
Best Cost(it)=Best Sol. Cost;
%Show Iteration Information
disp (['Iteration ' num2str(it) ": Best Cost = ' num2str(BestCost(it))]);
%Temp. Reduction
T=alpha*T;
end
~end

Figure 3. The pseudo-code of the HSA-PSO.
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optimisation and parallel computing with fast local
search and the TS search skill. The pseudo-code of HGA-
TS is given in Figure 4.

4. Experimental results
4.1. Data generation

Here, the parameters of the meta-heuristic algorithms
as well as the parameters of the problem model are set.
Therefore, to evaluate the efficiency of the suggested algo-
rithms, several test instances in different sizes, shown in
Table 3, were carried out. We ran the proposed meta-
heuristics in MATLAB 2020b environment on PCs with
2.5 GHz CPU 6 CORE i5.

%%Hybrid GA-TS Parameters

MaxIt=50; % Maximum Number of Iterations
MaxSubltGA=1; % Maximum Number of Sub-Iterations for GA
MaxSubItTS=2; % Maximum Number of Sub-Iterations for TS
TL=round (0.5*n Action); % Tabu Length
nPop=50; %Population Size
pCrossover=0.7; % Crossover Percentage
nCrossover=round(pCrossover*nPop/2) *2; % Number of Parents (Off springs)
pMutation=0.2; % Mutation Percentage
_ nMutation=round(pMutation*nPop); % Number of Mutants

%%Initialization
%Create Empty Individual Structure
empty_individual. Position= [];
empty_individual. Cost= [];
%Create Initial Solution
sol=empty_ individual;
sol. Position=randperm(n Queen);
sol. Cost=Cost Function (sol. Position);
%Initialize Best Solution Ever Found
Best Sol=sol;
%Array to Hold Best Costs
Best Cost=zeros(MaxIt,1);
%Initialize Action Tabu Counters
TC=zeros(nAction,1);
%$%HGA-TS Main Loop
for it=1:MaxIt
%$TS Operators
Best new sol. Cost=inf;
%Apply Actions
for i=1:nAction
if TC(i)==0
new sol. Position=Do Action (sol. Position, Action List{i});
new sol. Cost=Cost Function (new sol. Position);
new sol. Action Index=i;

if new sol. Cost<=best new sol. Cost
best new sol=new sol;
end
end
end
%Update Current Solution
sol=best new sol;
%Update Tabu List
for i=1:n Action
if i==best new sol. Action Index
TC(i)=TL; % Add To Tabu List
else
TC(i)=max(TC(i)-1,0); % Reduce Tabu Counter
end
end
%Update Best Solution Ever Found
if sol. Cost<=Best Sol. Cost
Best Sol=sol;
end
%Save Best Cost Ever Found
Best Cost(it)=Best Sol. Cost;

Figure 4. The pseudo-code of HGA-TS.

%GA Operators
for gait=1: MaxSubltGA
%Crossover
popc=repmat(empty_individual, nCrossover/2,2);
for k=1: nCrossover /2
il=randi([1 nPop]);
i2=randi([1 nPop]);
pl=pop(il);
p2=pop(i2);
[popc(k,1).Position popc(k,2).Position]=Crossover(p1.Position,p2.Position,VarRange);
popc(k,1). Cost=Cost Function(popc (k,1). Position);
popc(k,2). Cost=Cost Function(popc (k,2).Position);
if p1. Best. Cost <p2. Best. Cost
popc(k,1). Best=p1.Best;
popc(k,2). Best=p1.Best;
else
popc(k,1). Best=p2.Best;
popc(k,2). Best=p2.Best;
end
if rand<0.5
popc(k,1). Velocity= p1. Velocity;
popc(k,2). Velocity= p2. Velocity;
else
popc(k,1). Velocity=p2.Velocity;
popc(k,2). Velocity=p1.Velocity;
end
end
popc=popc(:);
%Mutation
popm=repmat(empty_ individual, nMutation,1);
for k=1:nMutation
i=randi([1 nPop]);
p=pop(i);
popm (k). Position=Mutate (p. Position, Var Range);
popm(k). Cost=Cost Function(popm(k). Position);
popm(k). Velocity=p. Velocity;

popm (k). Best=p.Best;
end
%Merge Population
pop= [pop
popc
popm];
%Sort Population
pop=Sort Population (pop);
%Delete Extra Individuals
pop=pop(L:nPop);
for i=1:nPop
%Update Personal Best
if pop(i). Cost<pop(i).Best. Cost
pop(i).Best. Position=pop(i). Position;
pop(i).Best. Cost=pop(i).Cost;
%Update Global Best
if pop(i).Best. Cost<Best Sol. Cost
Best Sol=pop(i). Best;
end
end
end
end
%Store Best Cost
Best Cost(it)=Best Sol. Cost;
% Show Iteration Information
disp(['Iteration ' num2str(it) ": Best Cost = ' num2str (Best Cost(it))]);
End

Figure 4. Continued.

Table 3. Different sizes of test instances.

Size No. | J K L P M S E T
Small 1 2 2 3 2 2 1 2 2 2
2 2 3 2 1 3 2 3 3 2
3 3 2 4 3 2 2 4 4 2
edium 4 5 6 6 7 6 2 7 6 3
5 4 7 7 8 5 2 8 6 4
6 6 8 6 9 6 2 9 8 5
Large 7 9 8 8 7 7 2 10 9 5
8 10 9 10 9 7 2 11 12 6
9 12 8 13 10 9 2 9 12 7

The convergence quality of the evolutionary algorithm
solution is mainly influenced by the set parameters of the
meta-heuristic algorithms. Accordingly, efficient param-
eters for the algorithms are necessary to obtain effi-
cient simulation results. Scientific approaches of meta-
heuristic parameters are rare in literature reviews and
depend more on the researcher’s experience. Hence,
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the appropriate parameters that yield reasonable per-
formance are determined by performing multiple runs
and analysing different sizes of the problem using the
proposed algorithms. The performances of the proposed
algorithms are evaluated in each of the nine instances

Table 4. Final tunned parameters of suggested algori

with ten different parameters according to several val-
ues for each parameter. The performance of parameter
tunning test instances is represented in Table 4.

The efficiency of meta-heuristic algorithms is directly
related to the setting of its parameters and operators,

thms.

Parameter tuning

Algorithm Parameter 1 2 3 4 5
GA Pc 0.2 0.3 0.4 0.45 0.5
Pm 0.05 0.1 0.15 0.25 0.3
n-pop 50 100 150 200 250
Max-iteration 50 100 150 200 250
SA T 25 30 35 40 45
o 0.2 0.3 0.4 0.45 0.5
Max-iteration and sub-iteration 50 100 150 200 250
TS Breathing period 5 15 20 25 30
Max-iteration 50 100 150 200 250
PSO G, G 0.25 0.5 0.75 1 1.25
w 0.25 0.5 0.75 1 1.25
Waamp 0.2 0.25 0.3 0.35 0.4
n-pop 50 100 150 200 250
Max-iteration 50 100 150 200 250
HSA-PSO G, G 0.25 0.5 0.75 1 1.25
w 0.25 0.5 0.75 1 1.25
Wamp 0.2 0.25 0.3 0.35 0.4
n-pop 50 100 150 200 250
Max-iteration 50 100 150 200 250
T 25 30 35 40 45
o 0.2 0.3 0.4 0.45 0.5
Max-sub iteration 50 100 150 200 250
Pc 0.2 0.3 0.4 0.45 0.5
Pm 0.05 0.1 0.15 0.25 0.3
n-pop 50 100 150 200 250
Max-iteration 50 100 150 200 250
HGA-TS Breathing period 5 15 20 25 30
Max Sub iteration GA 1 2 3 4 5
Max Sub iteration TS 2 3 4 5 6
Parameter tunning
Algorithm Parameter 6 7 8 9 10
GA P 0.6 0.7 0.8 0.85 0.9
Pm 0.35 0.4 0.45 0.5 0.55
n-pop 300 350 400 450 500
Max-iteration 300 350 400 450 500
SA T 50 55 60 65 70
o 0.6 0.7 0.8 0.85 0.9
Max-iteration& sub-iteration 300 350 400 450 500
TS Breathing period 35 40 45 50 55
Max-iteration 300 350 400 450 500
PSO G, G 1.5 1.75 2 2.25 25
w 1.5 1.75 2 2.25 25
Wedamp 0.45 0.5 0.55 0.6 0.65
n-pop 300 350 400 450 500
Max-iteration 300 350 400 450 500
HSA-PSO G, G 1.5 1.75 2 2.25 2.5
w 1.5 1.75 2 2.25 25
Wedamp 0.45 0.5 0.55 0.6 0.65
n-pop 300 350 400 450 500
Max-iteration 300 350 400 450 500
T 50 55 60 65 70
o 0.6 0.7 0.8 0.85 0.9
Max-sub iteration 300 350 400 450 500
Pc 0.6 0.7 0.8 0.85 0.9
Pm 0.35 0.4 0.45 0.5 0.55
n-pop 300 350 400 450 500
HGA-TS Max-iteration 300 350 400 450 500
Breathing period 35 40 45 50 55
Max Sub iteration GA 1 2 3 4 5
Max Sub iteration TS 2 3 4 5 6
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Table 5. CPU time for suggested algorithms.

Performance CPU time (s)

Test instance size Test instance dimension TS SA GA PSO HSA-PSO HGA-TS
Small S1 0.1334 0.156 0.567 3.5761 0.056 0.1334
2 5.6781 2522 2.566 8334 1322 4.2456
S3 8.6709 3.738 10.302 6.0054 1.788 7.6709
Medium M4 10.3221 4.893 11.62 10273 2433 8.8799
M5 78.586 16.566 14.082 13.480 3.566 67.586
M6 185.521 17.907 28.00 26.489 19.907 78.521
Large L7 234.459 58.544 50.85 45.065 44.544 89.459
L8 432322 81.707 97.18 76.912 53.707 94.322
L9 561.98 91.899 118.9 93.489 71.899 145.98
so the incorrect selection of the parameters of the suc- TS SA aa PSO. ——HSA-PSO —&—HGA-TS
cessful meta-heuristic algorithm will make it ineffective. 600
In this paper, the Taguchi method is used to set up <00
the algorithm’s parameters (Mosallanezhad et al., 2021). z
For more information about this method, interested g 400
readers can refer to Goodarzian, Kumar, and Abraham 2}
. . 2 300
(2021) and Mosallanezhad et al. (2021). In this paper, six z
meta-heuristic algorithms including SA, TS, GA, PSO, 2 200
HSAPSO, and HGATS are presented. The algorithms’
parameters are the terminology of factors for each meta- 100 M
heuristic algorithm. Then, the proposed factors and levels o g

are shown in Table 4. Hence, a maximum of ten levels is
provided to algorithms’ factors.

These algorithms were evaluated from the perspec-
tive of running time. The computational (CPU) time
of the proposed algorithms are implemented on a PC
with CPU6, CORE i5, 5GB of RAM and 8 GHz and are
represented in Table 5.

As Table 5 emphasises, due to the used parameters,
the lowest CPU time belongs to the SA algorithm; so,
for problems with larger sizes, e.g. problem 9, the effect
of these times can easily be seen such that TS needs a
CPU time 576 times bigger than SA and despite the best-
obtained solution from TS in six implementations, TS is
slightly better than SA, but has a higher average and stan-
dard deviation than the latter. Therefore, if it is desirable
to evaluate the algorithms in terms of average, standard
deviation, and needed CPU time, SA is definitely better
than TS for larger sizes.

Figure 5 displays the time needed to solve different test
instances with the help of the suggested algorithms. In
these figures, it is clear that the CPU times of SA and PSO
are very similar. Accordingly, the trend of TS is shown
without change but by growing the size, it increases.

4.2. The evaluation metrics for pareto optimal
solutions

Here, in terms of multi-objective programming, the com-
parison of meta-heuristic algorithms is hard and difficult.
Hereupon, a number of criteria to evaluate the quality

PROBLEM SIZE

Figure 5. Behaviour of CPU time for proposed algorithms.

of Pareto fronts for the meta-heuristics are developed
by some studies. Hence, in this paper, three evaluation
metrics are utilised.

v Inverted Generational Distance (IGD) (Goodarzian,
Taleizadeh, et al., 2021)

v Hyper Volume (HV) (Goodarzian, Taleizadeh, et al.,
2021)

v" Number of Pareto Solution (NPS) (Goodarzian,
Kumar, et al., 2021)

In this regard, the proficiency of suggested algorithms
is inspected by evaluation criteria, i.e. the IGD, HV, and
NPS, as the comparison criteria for generated Pareto sets
under each experiment problem. Moreover, the outcomes
are presented in Tables 6-8.

In addition, two test instances of non-dominated solu-
tions of proposed methods in two test instances (M6 and
L8) are displayed in Figure 6. Accordingly, it can be con-
cluded that the HSA-PSO algorithm demonstrated high
efficiency but PSO shows the worst efficiency. TS and SA
performances are close to each other.

Moreover, this paper conducted a set of statistical
comparisons among proposed algorithms due to the
Pareto optimal analyses taken by measurement metrics
to obtain the best method. Hence, the outcomes which



16 (&) F.GOODARZIANETAL.

2500
The third objective 2000
1500

1000

1000 1550

1500 1759

The first objective

M6

Agorithms
GA
HGA-TS
HSA-PSO
PSO

SA

TS

oo me

A

1500

1000 The second objective
500

3000

The third objective 2500

2000

1500

1000 1500 2000
2500

The first objective

Agorithms
GA
HGA-TS
HSA-PSO
PSO

SA

TS

Pome

A

2000

L00 The second objective

1000

Figure 6. The Pareto frontier of suggested algorithms in M6 and L8 samples.

Table 6. The outcomes of the IGD of the suggested methods.

Table 7. The outcomes of the HV of the suggested methods.

Example no. SA TS PSO GA HSA-PSO HGA-TS Example no. SA N PSO GA HSA-PSO  HGA-TS
S1 417 3.25 745 5.21 1.45 1.67 S1 335 6.52 2.18 427 835 7.45
S2 434 3.56 7.21 5.74 117 1.56 S2 16.67 11.39 432 9.03 18.63 16.31
S3 4.49 3.76 7.89 5.95 232 2.79 S3 18.32 16.31 5.19 11.12 27.31 22,65
M4 4.86 3.86 834 6.56 3.28 3.24 M4 49.53 56.34 5.45 31.35 69.17 65.19
M5 493 4.53 8.59 6.49 3.59 3.93 M5 52.12 68.67 17.21 35.56 82.82 76.56
Mé 4.98 5.45 9.27 7.27 412 4.58 Mé 123.23 9931 21.27 88.25 18232  176.23
L7 5.78 5.67 9.34 7.88 4.91 5.73 L7 15529  119.17 3239 89.22 194.31 189.72
L8 5.94 5.88 9.59 7.97 5.17 5.82 L8 16829 15634 76.76 96.71 298.19 29218
L9 6.71 6.32 10.14 8.44 531 6.18 L9 21253 169.61 9231 108.32 32634  287.24

were represented in Tables 6-8 are transformed into
a well-known metric, namely, Relative Deviation Index
(RDI) as the following formula:

Al — Best
| sl estsol| »

RDI = 100 (37)

Max,, — ming,;

Itis evident that a lower value of RDI shows a higher qual-
ity of methods. Hence, the confidence interval of 95% for
the performance metrics in all algorithms is conducted to
statistically analyse the effectiveness of algorithms. Then,
the least significant difference (LSD) and means a plot
for the suggested methods have indicated. The outcomes
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Table 8. The outcomes of the NPS of the suggested methods.

Example no. SA N PSO GA HSA-PSO HGA-TS
S1 2 3 1 1 5 4
S2 2 2 1 1 4 3
S3 3 3 2 2 5 4
M4 3 4 2 3 6 5
M5 7 6 3 5 10 8
Mé 4 5 3 4 7 5
L7 4 5 4 5 7 5
L8 5 6 3 5 8 6
L9 8 7 5 6 12 10

run by Minitab 16 Statistical software are indicated in
Figure 7. In terms of the IGD, HV, and SNS, and based
on Figure 7, the extended HSA-PSO and HGA-TS algo-
rithms are more than the other suggested methods, and
both of them are close to each other. All in all, first, the
HSA-PSO and then HGA-TS show the best efficiency in
all metrics. Based on Figure 7, PSO and GA display poor
performance, but PSO has the worst efficiency than the
GA in IGD, HV, and SN criteria. Besides, TS and SA are
close to each other, and also TS is more powerful than
SA in all criteria. As a result, the HSA-PSO is more suc-
cessful than other provided methods, but PSO indicates
the worst behaviour in terms of the IGD, HV, and SNS
criteria.

4.3. The performance of the convergence of the
proposed algorithms

The efficiency of the suggested algorithms relevant to
their convergence is performed by the plots of the
convergence. Thus, the plots of the convergence for six

suggested algorithms (SA, TS, GA, PSO, HSA-PSO, and
HGA-TS) according to the objective functions are indi-
cated in Figures 8-13, respectively. It is evident that HAS-
PSO is fixed after 54 iterations and HGA-TS is fixed
after 67 iterations with a steady line. But, the SA, TS,
GA, and PSO algorithms are converging in 100 itera-
tions. Accordingly, the HAS-PSO has the best quality
and performance and high convergence compared to the
proposed algorithms.

4.4. Case study

In this sub-section, to validate the developed mathemati-
cal model and consider its applicability in real-life condi-
tions, a real pragmatic case in North of Iran farmlands
(in Mazandaran Province) is investigated. The consid-
ered agricultural land cultivates three products including
Orange, Lemon, and Pomegranate. Moreover, agricul-
tural land has 10 main customers which are different in
terms of the product order and purchasing costs. Table 9
presents the purchasing costs.

Table 10 lists the agricultural land regions that are
all located in Mazandaran Province. Then, the consid-
ered agricultural land regions (suppliers/farmlands) are
placed into two cities including Sari and Ghaemshahr,
which is indicated in Figure 14. Besides, two suppliers
have three main distribution centres in Babol, Babol-
sar, and Amol cities of Mazandaran Province, which is
represented in Figure 14.

The amount of the used water by a unit of product and
water consumption for the production of a unit of the

Interval Plot of SA, TS, PSO, HSA-PSO, GS, HGA-TS
95% CI for the Mean

RDI for IGD

0.0 | X k3

SA Ts PSO HSA-PSO GA HGA-TS

Interval Plot of SA TS PSO HSA-PSO GA HGA-TS
95% CI for the Mean

0.9 —
0.8
0.7 1
0.6 4

0.5

o] 1
o L3 ¢

0.0
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SA Ts PSO HSA-PSO GA HGA-TS

Interval Plot of SA, TS, PSO, HSA-PSO, GA, HGA-TS
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Figure 7. ANOVA plots for the three evaluation criteria in term of RDI for the proposed algorithms.
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Table 9. Purchasing costs ($) of the three products in each cus-
tomer zone.

Table 11. The amount of the used water/water consumption for
the production of a unit of the product (m3/ha).

Product Customers Product Sari Ghaemshahr
1 2 3 4 5 6 7 8 9 10 Orange 4000 6000
Lemon 5000 8000
Orange 30 30 40 40 40 50 50 60 60 60 Pomeg ranate 6000 9000
Lemon 40 40 40 45 45 50 60 70 75 75

Pomegranate 40 45 45 45 50 55 60 80 8 80

Table 10. Space and production costs ($) of the two agricultural

Table 12. The transportation costs between suppliers and distri-
bution centres ($).

Distribution centre

land regions. Supplier Product type Babol Amol Babolsar
Agricultural Sari Orange 5 8 4
Province land regions Space (ha?) Production cost Lemon 6 9 5
R Pomegranate 7 10 7
M d Gh Sanh h 2(5)88 }8 Ghaemshahr Orange 4 12 5
azandaran aemshahr Lemon 5 16 7
Pomegranate 5 14 8

product depends on the location of the agricultural land
is reported in Table 11.

Table 12 lists the transportation costs between sup-
plier/farmlands and distribution centres in dollars. The
considered location of the customers with black colour
is shown in Figure 15 as well as the transportation costs
between supplier/farmlands and customers are reported
in Table 13. Additionally, Table 14 shows the transporta-
tion costs between distribution centres and customers.
For example, transportation cost between Babol and Isfa-
han is 20 dollars for Orange product. Here, only one
vehicle type is used to transport.

The capacity of supplier/farmland for the supply of
raw material is shown in Table 15. Then, the water pres-
sure index of location j is listed in Table 16.

4.5. The results of the case study

According to the obtained results of solution methods
in the previous sections, the HSA-PSO was the best
algorithm, which is used to solve the case study. The
results of the proposed model are provided based on the
applied data in the previous section. The value of the
first, second, and third objective functions are 2532.98,

Tanekabon

Nowshahr

Fereydun-Kenar

Mahmudabad .

Mazahdaran

1RAN

Figure 14. The considered two cities as suppliers/farmlands in Mazandaran Province.
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Table 13. The transportation costs between suppliers and customers ($).
Customer
Supplier Product type Isfahan Yazd Semnan Tehran Kurdistan Golestan Qom Fars Kerman llam
Sari Orange 30 40 20 15 25 28 17 65 60 55
Lemon 35 45 25 18 35 32 19 70 66 60
Pomegranate 40 50 30 20 45 38 21 75 73 65
Ghaemshahr Orange 25 35 25 17 35 30 20 70 65 60
Lemon 30 40 30 20 45 36 25 75 70 65
Pomegranate 35 45 35 25 55 48 30 80 75 70

3421.45, and 1802.34, respectively. Only one of the prod-
ucts (Orange) is cultivated in the near-optimal solutions.
Therefore, all existing land is utilised for the product.
Table 17 presents the results of the used products and
land. Then, 91% of the capacity of supplier/farmland

for the supply of raw material is applied in the optimal
solution.

The optimal flows of Orange between suppliers and
distribution centres, between suppliers and customers,
and between distribution centres and customers are

Table 14. The transportation costs between distribution centres and customers (5).

Customer
Distribution centre Product type Isfahan Yazd Semnan Tehran Kurdistan Golestan Qom Fars Kerman llam
Babol Orange 20 25 15 12 30 18 28 54 45 35
Lemon 23 30 17 14 32 19 30 58 50 37
Pomegranate 31 35 19 15 35 20 33 65 53 40
Amol Orange 22 26 17 8 28 15 20 45 50 30
Lemon 25 34 20 10 30 16 22 48 53 32
Pomegranate 28 42 25 12 32 18 24 52 58 36
Babolsar Orange 32 35 32 10 35 20 18 55 56 28
Lemon 38 40 36 14 38 22 23 60 58 32
Pomegranate 41 42 38 16 40 25 26 65 60 36
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Table 15. The capacity of suppliers/farmlands (tons).

Supplier Product type Capacity of raw material
Sari Orange 4000
Lemon 8000
Pomegranate 12,000
Ghaemshahr Orange 7000
Lemon 10,000
Pomegranate 15,000

Table 16. The water pressure index of carrier location in suppli-
ers/farmlands.

Supplier Product type Water pressure index
(Bar)
Sari Orange 2
Lemon 3
Pomegranate 4
Ghaemshahr Orange 2
Lemon 3
Pomegranate 4
Table 17. Optimal planting region (ha?).
Product Sari Ghaemshahr
Orange 3000 5500
Lemon 0 0
Pomegranate 0 0

Table 18. The optimal flows of orange (tons) between suppliers
and distribution centres.

Oranges
Distribution centre
Supplier Babol Amol Babolsar
Sari 5000 7000 1000
Ghaemshahr 0 12,000 6000

provided in Tables 18-20. The amount of the used
water/water consumption for the production of a unit of
the product (m>/ha) in each area is listed in Table 21. It
is clear that the amount of the used water is adequate for
the production of a unit of the product.

Table 21. The results of the amount of the used water/water
consumption for the production of a unit of the product (m?).

Area Used water/water consumption
Sari 256,787
Ghaemshahr 3,456,700

4.6. Sensitivity analysis

This section is demonstrated to analysing the impact
of product order (w;l), fixed costs (n(s,o)T(E)]t»eand

n' (g, 0) CT(E)]?), transportation cost (¢ (T, E) T(E, C)ﬁnijs),
production cost (o ( g);je), purchasing cost ( ,ofm-), the pro-
duction output of a unit of product (y ( g);j .)> water pres-
sure index (f;), and the rate of the location efficiency
(¥j) on the objective functions. Here, a number of test
instances are carried out to prove how economic, envi-
ronmental, and social impacts would change in accor-
dance with the HSA-PSO algorithm based on the M4
test problem. Since the HSA-PSO algorithm is the best
method in this paper, it is used to analyse the suggested
model. According to Table 22, the parameters related to
the proposed network in the current model are anal-
ysed. In Figures 16-18, the results and behaviour of the
objective functions based on analysis of the suggested
parameters are represented.

According to Figure 16, increasing the suggested costs
leads to a raise in the three objective functions. The
reasons for this behaviour may be hidden in growing
the transportation, purchasing, and production costs. As
expected, Figure 17 shows that a rise in the production
output of a unit of product and water pressure index
leads to an increase in the third and first objective func-
tions and a decrease in the second objective function.
According to Figure 18, a rise in the rate of location effi-
ciency leads to an increase in the first and third objective
functions. But, the second objective function is decreased
between —20% and +20%.

Table 19. The optimal flows of orange (tons) between suppliers and customers.

Orange
Customer
supplier Isfahan Yazd Semnan Tehran Kurdistan Golestan Qom Fars Kerman llam
Sari 2000 0 1500 7500 0 3700 1700 1200 0 0
Ghaemshahr 0 3400 2500 8000 3500 2000 25,000 7000 0 6000
Table 20. The optimal flows of orange (tons) between distribution centres and customers.
Orange
Customer

Distribution centre Isfahan Yazd Semnan Tehran Kurdistan Golestan Qom Fars Kerman llam
Babol 500 0 0 2500 0 0 1000 1000 0 0
Amol 1000 2000 2000 7000 1500 1500 2000 2000 0 0
Babolsar 0 0 1500 3000 0 1500 1000 0 0 0
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Table 22. Sensitivity analysis of parameters related to the supplier system.

Cases Product w;, n(e, o)T(E)}e n'(e, o)CT(E)]F 9(T,E)T(E, C)ﬁmjs o(g);je oL y (g);je B W
—20% 1 200 2 3 300 250 250 500 10 1.5
—10% 2 250 3 4 400 300 300 600 12 2
0 3 300 4 5 500 350 350 700 14 1.5
10% 4 350 5 6 600 400 400 800 16 3
20% 5 400 6 7 700 450 450 900 18 35
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Figure 16. The trend of the objective functions based on chang-
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4.7. Managerial insights

This section investigates the outcomes to give fruitful
managerial insights. According to the importance of agri-
culture in Mazandaran province as a case study, these

Figure 17. The trend of the objective functions based on chang-
ing ¥ (¢)}.and ;.

results will be valuable and will help to improve the
efficiency of the outcomes of the proposed model. The
related findings are stated in the areas of cost, water
consumption, optimal production, and CO; emissions.
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The proposed results can be used in various ways to
help practitioners. Firstly, managers are able to utilise
the formulation for existing and new markets to find
cost-efficient contract terms. Secondly, suppliers can
exploit their current resources efficiently based on the
upper and lower bounds of carrier and distribution
location capacities. They can ascertain the amount of
each raw material, water consumption, and production
to stay within a CO, emission limit while consum-
ing all their available resources. Thirdly, suppliers may
apply a sensitivity analysis to compare spending on pro-
duction improvement, total CO, emission, total water
consumption, and the possible long-term benefits. This

sort of analysis will present essential and more reli-
able information for strategic research and development
planning.

Cost in the agriculture supply chain has always been
one of the most significant factors in planning. In most
cases, decreasing costs is the main priority in optimi-
sation modelling. This factor is effective in all levels of
the chain. The proposed model computes the optimal
solutions by considering the cost minimisation objective.
Paying attention to optimum production levels decreases
transportation and purchasing costs appropriately results
in reducing the costs of the chain. The amount of water
consumption in each farm and each cultivation mode
has been reported according to the water demand of the
area, the available resources, and the specified water cost,
which decreases supply chain costs. Accordingly, raising
farmers’ awareness in how using these water consump-
tions and considering the cost of water, optimal con-
sumption, and appropriate management of the proposed
chain can help.

Optimised water consumption, which is one of the
most important and urgent energy sources, has received
more attention in recent years. Due to the depletion of
water resources, most countries seek to manage water
resources used in industry and agriculture, similar to the
proposed model which tries to decrease the utilisation of
water consumption.

According to the sensitivity analysis, the economic,
environmental, and social impacts increase significantly
by raising the parameters of costs related to the supplier
system. This type of sensitivity analysis states the trade-
off between economic, environmental, social impacts
to decrease emissions, fixed, production, purchasing,
and transportation costs and to increase water pressure
and production output. The sensitivity analysis of the
presented model can help to find a cost-efficient level
of spending for production process enhancement and
decrease pollution during product transportation, and
decrease water consumption.

5. Conclusions, limitations, and future works

According to the significance of agricultural product sup-
ply and the production of agricultural products, it is
imperative to study the proposed supply chain that can
affect many factors in society. Additionally, taking into
account the sustainability dimensions of the supply chain
will help to enhance its efficiency.

In the this paper, a new SAPSCN has been developed,
which is the first novelty. The suggested multi-product,
multi-period, and multi-echelon multi-objective model
is proposed. The main aims have been included to min-
imising the objective function concerning the
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sustainability economic index, minimising the total of
the social and environmental objective functions, and
maximising the efficient supply chain by applying cal-
culated efficiencies for each location of carriers, distri-
bution centres, and suppliers. In addition, the proposed
model based on an MILP model has been formulated.
To solve the suggested model, four well-known meta-
heuristic algorithms include genetic algorithm (GA),
PARTICLE SWARM OPTIMISATION (PSO), TS, and
simulated annealing (SA) are used. Also, two hybrid algo-
rithms based on GA and TS as well as SA and PSO were
developed, the second novelty of this paper. Finally, to
obtain better efficiency of the proposed algorithms, the
corresponding parameters were tuned by the Taguchi
method.

After solving the suggested model by the proposed
algorithms, the results have been evaluated and anal-
ysed, using analysis of variance (ANOVA) through inter-
val plots at the 95% confidence level. Utilising ANOVA,
the statistically major difference between efficiencies of
the algorithms was clear. Also, different assessment met-
rics have been used to evaluate the performance of
the proposed algorithms. In addition, to evaluate fur-
ther the proposed model, sensitivity analysis under some
of the key parameters has been conducted for the M4
test problem. Hence, a real case study was performed
on the agricultural products including Orange, Lemon,
and Pomegranate in Mazandaran province/Iran, and the
results were proposed to appraise the validity of the
model. In order to improve the suggested network perfor-
mance, several directions about managerial implications
were discussed. These obtained results can be useful for
agricultural organisations or managers of this field.

This research, like other cases, has its own limitations
and assumptions, which are expressed as follows:

o As there was no official database for some parts of
cost elements, the farmers’ experiences and sellers of agri-
cultural products in fruit markets were used for informa-
tion related to the costs. The questions about the trans-
portation costs for each route have been categorised and
the estimated costs have been entered into the mathemat-
ical model. In addition, the information related to water
consumption and the capacity of suppliers/farmlands has
been received by farmers.

o Additionally, the recent high inflation rate and the
rising transportation, production, and purchasing costs
in Iran make it more difficult to estimate the relevant
costs.

o The final solution obtained using the proposed algo-
rithms depends on the coder’s skill in defining the initial
value of its parameters.

o In order to implement the presented solution
approach for the real case study, high RAM and CPU

hardware facilities and software facilities are required,
which are the limitations of the proposed paper.

Also, several directions and suggestions for future
works are listed below.

« Utilise realistic assumptions related to the agricul-
tural product chains in other countries, and also consider
their various production approaches.

« Employing the robust, fuzzy, or stochastic version of
the proposed model and considering the uncertainty of
some parameters such as costs.

« Using the exact methods such as the Benders decom-
position or the Lagrangian relaxation methods.

« Using some new meta-heuristic algorithms or devel-
oping a novel heuristic.
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