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Decision tree is a widely used non-parametric technique in machine learning, data mining and pattern
recognition. It is simple to understand and interpret, however it faces challenges such as handling higher
dimensional and class imbalanced datasets, over-fitting and instability. To overcome some of these
issues, vertical partitioning approaches like serial partitioning, theme based partitioning are used in
the literature. A vertical partitioning approach divides the feature set into subsets of features (blocks)
and makes use of these subsets for subsequent tasks. In this work, we use the ideas of music rhythm tree
to propose a novel vertical partitioning technique. It orders the features based on the average correlation
strength of the features before partitioning the feature set. The proposed method is proved to be superior
by showing an average of 13:8%;6%;9:8%;19:7%;9:4%, and 29:4% higher classification accuracy over
C4.5, Random Forest, Bagging, Adaboost, an ensemble technique and a vertical partitioning technique
respectively. Our empirical results on 15 datasets demonstrate that the proposed vertical partitioning
method is more stable and better in handling class-imbalanced data. Finally, some popular statistical
tests are conducted to validate the statistical significance of the results of the proposed method.
� 2020 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Decision trees are well-known classification techniques that are
used in various real world applications. Prediction of a given data
instance is performed based on its learnt experience. They are
applied in various domains such as predicting success rate of the
students (Natek and Zwilling, 2014), security assessment
(Oliveira et al., 2017), price prediction (Liu et al., 2017) and electro-
chemical systems (Erdem Günay et al., 2018). Decision trees are
simple to understand and can be easily interpreted by the users.
However, they suffer from various challenges like handling high-
dimensionality data, overfitting, instability, and class-imbalance
problem.

Decision trees are popularly known as unstable because a small
change in training dataset leads into extreme variation in the tree
structure and produce different prediction. Metrics such as dissim-
ilarity measure, misclassification rate, number of terminal nodes,
standard deviation, dissimilarity measure and depth of the tree
are used to quantify the structural stability of the decision tree.
Decision trees have two kinds of stabilities - Semantic and Struc-
tural stabilities. Two classifiers are said to be semantically stable
if they show the same prediction rate for similar data, whereas
structural stability measures whether two classifiers have similar
topology (Mirzamomen and Kangavari, 2016). An ensemble-trees
technique (Zimmermann, 2008) is proposed to avoid both over-
fitting and structural instability of the decision tree. In other study,
semantic stability is proposed based on feature selection (Paul
et al., 2012).

Classification of imbalanced dataset is an important issue in
data mining, machine leaning and pattern analysis. Classification
accuracy of the decision tree technique is immensely affected from
class imbalanced datasets. Several ensemble techniques are pro-
posed to handle such datasets. Recently, re-sampling and AdaBoost
ensemble classifiers are used to classify five groups of heart beats
based on AAMI standard EC57:1998. Shigang Liu et al. discuss twit-
ter spam detection (Liu et al., 2016) for class imbalanced data using
fuzzy based oversampling, random oversampling, and undersam-
pling techniques. Support vector machine, k-Nearest Neighbour
(kNN), Nave Bayes (NB) and Random Undersampling Boost (RUS-
Boost) are used to build the models and combine the predictions
of each model based on majority voting technique. The metrics
like, F-measure, class imbalance rate, true positive rate and false
positive rate are used to measure the performance of a classifier
rnal of
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for class-imbalanced datasets. Similarly, Real value Negative Selec-
tion Oversampling (RNSO) (Tao et al., 2019) technology is used to
generate artificial minority data to improve classification accuracy.
G-Mean and F-Measure are the metrics used to evaluate the perfor-
mance of the eleven datasets from UCI repository.

To overcome these issues, partitioning approaches are proposed
in the literature (Kumar and Minz, 2015; Guggari et al., 2018;
Rokach, 2008). Feature partitioning is a useful method for develop-
ing a novel ensemble with diversified classifiers. There are two
types of partitioning approaches: (1) Dimensions based partition-
ing technique (a.k.a. Vertical partitioning), where subsets are
obtained based on the feature set, (ii) Data instances based parti-
tioning technique (a.k.a. Horizontal partitioning), where subsets
of data instances are created (Kumar and Minz, 2015). It is
observed that partitioning methods extensively use local informa-
tion to recognize a pattern (Kumar and Minz, 2015; Seetha and
Narasimha Murty, 2016; Rokach and Maimon, 2006; Kumar and
Minz, 2017; Rokach, 2008) and able to produce higher recognition
rate as compared to classical approaches. Multi-view approach
(Rokach, 2008), serial partitioning (Seetha and Narasimha Murty,
2016) and theme based partitioning (Vijayakumar et al., 2015)
methods are some of the vertical partitioning techniques in the
literature.

Present study focuses on bringing out a novel vertical partition-
ing technique using the ideas from Music rhythm tree to improve
the efficiency for class imbalanced datasets, structural stability
and classification accuracy of the decision tree. Music rhythm tree
is a simple structure to describe the relationship between notes
(Whole, Half, Quarter notes etc.). Music rhythm trees are success-
fully applied in varied contexts like, processing of term rewriting
system (Jacquemard et al., 2015), Machine based music composi-
tion (Dostál, 2013), integer ratios (Boenn, 2018), expression of
emotions (Alexander et al., 2015) and Electroencephalography
(EEG)(Balasubramanian et al., 2018) etc. Recently, a study has been
carried out to understand behavioural and neural features of
humans using music rhythms and reveals the similarities in music,
speech and animal communication (Kotz et al., 2018). The pro-
posed partitioning method shows improved classification, and
higher structural stability as compared to other well-established
approaches. We also investigate the applicability of the proposed
method on class-imbalanced datasets.

The rest of the paper is structured into 7 sections as follows: A
detailed related work is discussed in Section 2 and we introduce
our proposed method in Section 3. Experimental results and anal-
ysis are described in 4–7 Finally, we conclude in Section 8.
2. Related work

In this section, we discuss some key related works which are
proposed in the literature for vertical partitioning to address the
instability and class imbalance problem of the decision tree tech-
niques. Initially Kusik introduces partitioning techniques in
mechanical industry based on the data types of the features
(Kusiak and Larson, 1995). In other work, feature partitioning is
carried out based on Meta learning, where classifier selects the fea-
tures depending on the characteristics of the data set (Rokach,
2006). Lior Rokach et al. show quality improvement in manufactur-
ing using feature set decomposition method. It makes use of
Breadth-Oblivious-Wrapper search technique to select the features
(Rokach and Maimon, 2006). Similarly, in other work, classification
of web pages is performed based on feature partitioning and uses
Co-training method which makes use of both labelled and un-
labelled data instances (Blum and Mitchell, 1998). Evolutionary
algorithm such as genetic algorithm is used to select the features
Please cite this article as: S. Guggari, V. Kadappa, V. Umadevi et al., Music rhy
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and Vapnik-Chervonenkis dimension bound to assign the features
into a particular partition (Rokach, 2008).

An ensemble technique known as multi-view ensemble learn-
ing (MEL) improves the classification accuracy for both low
(Kumar and Minz, 2015) and high dimensional (Kumar and Minz,
2015) datasets. The MEL method uses Naive Bayes (NB), k-
Nearest Neighbour(kNN) and Support Vector Machine (SVM)
methods to classify the data instances. In another work, Vijayaku-
mar et al. divide the features of the data set based on the themes.
Identification of the themes depends on the knowledge of the
domain, for e.g., if we identify research and work experience are
the themes in teacher recruitment dataset. The features related
to research theme, number of publications (National/Interna-
tional), R & D Projects and number of consultancy works etc., are
assigned to the same block (Vijayakumar et al., 2015). More
recently, an evolutionary algorithm known as constrained particle
swarm optimization method (OMEL-C-PSO) is used to select the
features and partitions the features based on Bell number for high
dimensional datasets. The performance of the method is evaluated
using ten high dimensional datasets from UCI repository and Sup-
port vector machine is used to classify the data instances with the
help of 10-fold cross-validation procedure (Kumar and Minz,
2017). Non-sequential partitioning methods are proposed to
design decision tree classifiers using Ferrer diagram and Bell trian-
gle concepts. These methods are applied on low and medium
dimensional datasets from UCI repository and indicate perfor-
mance improvement in terms of classification accuracy and struc-
tural stability (Guggari et al., 2018). In another study, an ensemble
technique is designed for both low and medium dimensional data-
sets. It describes classification error rate with the uniform distribu-
tion of features space and uses over 60 datasets to conduct
experiments. Spearman’s correlation coefficient is used to find
the relation between error and variance and the study indicates
stronger relation for medium datasets (Cervantes et al., 2018).
More recently, partition selection is performed to improve the
image classification based on the content using sparse autoen-
coders. It identifies salient features that help in recognition of
image and uses min-max normalization fusion technique. Superi-
ority of the method is established by comparing the results with
the SVM and extreme learning machine. It demonstrates the
results by using both tenfold cross-validation and leave one out
methods (Das and Walia, 2019).

Instability is an important issue with decision trees. Braiman is
the first researcher who identified this problem in decision trees
and used bagging technique to resolve it. Bagging is an ensemble
of classifiers and combine them using majority voting technique
to identify the class label (Leo, 1996; Leo, 1996). Similarly, Info-
fuzzy network is proposed to produce stable decision tree and is
compared with meta learning scheme (Last et al., 2002). In other
study, Fuzzy min-max decision tree-HB (FMMDT-HB) is proposed
to improve the structural stability and nodes are split based on
the Hoeffding bound (Mirzamomen and Kangavari, 2016). A boost-
ing technique, called as cross-split technique, is used to stabilize
the decision tree (Mirzamomen et al., 2015). Baranauskas observes
that the dataset with less than 5 classes provides stable decision
trees (Baranauskas, 2015). Structural stability is improved based
on region compatibility for the decision tree. It uses probability
assignments of evidence theory to measure the stability (Wang
et al., 2018).

The ensemble learning is gaining popularity to solve class
imbalance problem (Zhang et al., 2018). Synthetic neighbourhood
sample generation technique is used to rebalance the dataset. It
adds a synthetic sample for a majority class and multiple samples
to a minority class. Superiority of the method is evaluated with 5-
fold cross validation technique using KEEL datasets (Chen et al.,
2018). Paired ensemble technique is used to address both class
thm tree based partitioning approach to decision tree classifier, Journal of
.1016/j.jksuci.2020.03.015
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imbalance and concept drift problems. It uses two classifiers - a
long term stable classifier and a dynamic classifier. Further, 10 real
world along with 31 synthetic datasets are considered to evaluate
the performance using area under the ROC curve (AUC) measure
(Zhang et al., 2018). An evolutionary inversion method is presented
to address multi-class imbalance learning. It selects few instances
from majority classes in the overlapping areas and uses N1byClass
measure (overlap with a class with other class in percentage) to
address overlapping areas (Zhang et al., 2019). Similarly, multiple
classifier system is introduced to solve the classification problem.
It uses homogeneous classifiers with bagging sampling technique
where 50% of the data instances and 50% of the features are used
to build the model. Weighted majority voting technique is imple-
mented to combine the output of the classifies (Mohammed
et al., 2020). In another work, a multi-matrices ensemble technique
is performed to address imbalanced problem. It uses entropy as an
objective function to filter the instances to obtain better decision
boundary for the base classifier. It uses 55 KEEL binary classifica-
tion datasets to demonstrate the novelty of the method (Wang
et al., 2019).
2.1. Brief review of benchmark methods

In this section, we introduce short summary of the popular
decision tree techniques such as Classification and Regression
Trees (CART), C4.5 and C5.0. The CART method generates regres-
sion trees and predict a real number but not a class. It splits based
on the minimum squared error and use weighted mean for a node
to predict a class (Rokach, 2001). The C4.5 method uses informa-
tion gain ratio to build the tree and reduce over-fitting problem
using pessimistic pruning (Xindong et al., 2008). Similarly, C5.0 is
the improved version of C4.5 with enhancement of boosting and
helps to prune the nodes which are not useful to improve the clas-
sification accuracy (winnowing) (C5.0, 1993).

The well-known ensemble of models (Adaboost, Bagging, etc.)
are used to compare with our MRTPDT method in terms of classi-
fication accuracy, structural stability and handling class imbal-
anced data. Adaboost is a popular ensemble technique, where it
focuses on each training set based on the weights. At the begin-
ning, similar weight is assigned to each data instance. Further, it
decreases the weight to correctly classified instances and increases
the weight to all misclassified data instances at each iteration. Bag-
Training
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ging is a composite classifier, where each classifier is trained from
sample instances with replacement. Random Forest is an extension
of bagging technique. It randomly selects a subset of features and
construct an unpruned decision tree for each subset (Rokach,
2010). For comparison, we use an ensemble technique (Catal
et al., 2015) which is combination of C4.5 (J48), Logistic regression,
and Multi-layer perceptron classifiers. The vertical partitioning
technique (Seetha and Narasimha Murty, 2016), a sequential parti-
tioning approach, wherein the support vector machine (SVM) is
used as a base classifier. It divides the features of the dataset
sequentially into mutual exclusive subsets.

3. Music rhythm tree based partitioning technique to decision
tree classifier (MRTPDT)

In this section, we propose Music Rhythm Tree based Partition-
ing Technique (MRTPDT), a vertical partitioning approach, where
the feature set is partitioned into non-empty and mutual exclusive
subsets (blocks) based on the ideas of music rhythm tree technique
(Sebö and Waksman, 1999). It logically divides the feature set into
subsets with different characteristics.

Let F = {F1; F2; . . . ; Fm} denotes the set of m features, and
C ¼ fC1;C2; . . . ;Csg denotes the set of s class labels. The algorithm
of the proposed method is given as follows:

3.1. Algorithm

1. Compute correlation coefficient, ryx , for the features, Fx and Fy,
where 8x; y ¼ 1;2; . . . ;m; x < y as given by:
B1

B2

Bk

oposed M

thm tre
.1016/j
ryx ¼
covðFx; FyÞ
rðFxÞrðFyÞ ð1Þ
and find Ay, the average correlation value of the feature
Fy;8y ¼ 1;2; . . . ;m (Step-1 of Fig. 1) as given by:
Ay ¼ 1
m

Xm

x¼1
ryx ð2Þ

2. Arrange the average correlation values of the features in
ascending order (Step-2 of Fig. 1). Let f 1; f 2; . . . ; f m be the fea-
tures after re-arrangement. Here f i stores an original feature,
Fj; i; j ¼ 1;2; . . . ;m.
DT1
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Fig. 2. Music rhythm tree based vertical partitioning for 20 features. Here, M1;M2 and M3 represent music rhythm trees. Each tree represents a block.

Table 1
Characteristics of the Datasets.

Sl. No. Data set No. of Features No. of Instances No. of Classes

1 MicroMass (Aha and Murphy, 1994) 1025 871 21

2 Colon Tumor (Andres Cano and Andres, 2005) 2000 62 2

3 Thyroid (Zhu et al., 2010) 2000 168 4

4 SRBCT (Zhu et al., 2010) 2309 83 4

5 Lymphoma (Zhu et al., 2010) 4027 66 3

6 Gisette (Guyon, 2003) 5000 6000 2

7 NIC60 (Zhu et al., 2010) 6115 61 8

8 Central Nervous System (Andres Cano and Andres, 2005) 7130 60 2

9 DLBCL Harvard (Andres Cano and Andres, 2005) 7130 58 2

10 Duke Breast Cancer (Chih-Chung and Chih-Jen, 2011) 7130 44 2

11 Leukemia (Andres Cano and Andres, 2005) 7130 38 2

12 Lung Cancer (Andres Cano and Andres, 2005) 7130 96 2

13 Arcene (Guyon, 2003) 10000 100 2

14 Brain (Zhu et al., 2010) 10368 50 4

15 Prostate (Andres Cano and Andres, 2005) 12600 136 2
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3. Use music rhythm tree technique to create k blocks (parti-
tions) (Step-3 of Fig. 1), B = {B1;B2;B3; . . . ;Bk} as shown in
Fig. 2. Each block is a subset of original feature set.
4. Construct Decision Trees, DTi, for each of k blocks,
Bi; i ¼ 1;2; . . . ; k, using training data instances and develop a
collection of decision trees (Step 4 of Fig. 1).

DTi �Build DTðBiÞ ð3Þ
5. Use the ensemble of decision trees of step 4 to classify a test
instance, TS. (Fig. 1):

5.1. Build k blocks, TS1; TS2; . . . ; TSk, for a test data instance,
TS as described in step 3.
5.2. Use DTi to classify TSi, a test data block and stores the
class label Cl in ui

ui  DTiðTSiÞ ð4Þ
5.3. u  majority-vote ðu1;u2; . . . ;ukÞ, where u represents
the class label assigned to S.

3.2. The vertical partitioning concept using music rhythm tree (Step-3
of the proposed method)

The feature set partitioning using Music rhythm tree pattern is
elaborated in this section. Music rhythm tree is a hierarchical
structure used to represent the information in a tree pattern. Its
notations are based on a logarithm scale: a whole note is the dou-
ble of the half note and it is two times more than a quarter note. A
non-linear tree structure is used to represent the pattern of a mel-
Please cite this article as: S. Guggari, V. Kadappa, V. Umadevi et al., Music rhy
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ody, where tree contains a root node which is denoted by a whole
note and two child nodes are represented by two half notes. Sim-
ilarly, each note is split into two notes recursively. This type of tree
coding of melodies perform better than the string coding (Rizo and
Quereda, 2002; Rizo et al., 2652). In another study, tree structure is
used to represent the polyphonic music (Rizo et al., 2009).

Music rhythm binary trees (say Mi; i ¼ 1;2; . . . ; k) are created as
follows: Here, we consider the feature order as obtained in step 2
of the algorithm (Section 3.1). The features are assigned to music
rhythm tree in snake-movement fashion as shown in Fig. 2. At level
1, f i is assigned to a music rhythm tree, Mi (Fig. 2). At level 2, two
features are assigned to a music rhythm tree, Mi and so on. At level

l, a maximum of 2l features are assigned to a music rhythm tree.
For example, consider a dataset which has 20 features,
f ¼ ff 1; f 2; f 3; . . . ; f 20g and suppose we create 3 blocks using music
rhythm tree partitioning approach as shown in Fig. 2. The features
in these 3 blocks are shown as follows: B1 ¼ ff 1; f 8; f 9;
f 10; f 11; f 12; f 13g;B2 ¼ ff 2; f 6; f 7; f 14; f 15; f 16; f 17g;B3 ¼ ff 3; f 4; f 5; f 18;
f 19; f 20g. Please note that the music rhythm tree, Mi, represents
the block, Bi.
4. Results and analysis

In this section, experiments are carried out on standard bench-
mark datasets to demonstrate the performance of the proposed
method in comparison to the established classification techniques
thm tree based partitioning approach to decision tree classifier, Journal of
.1016/j.jksuci.2020.03.015
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(CART, C4.5, C5.0, Bagging, Adaboost, an ensemble technique (Catal
et al., 2015) and a vertical partitioning technique (Seetha and
Narasimha Murty, 2016)). Detailed explanation on experimenta-
tion set-up and analysis of the results is given in the following
subsections:

4.1. Benchmark datasets used

Effectiveness of the MRTPDT method is analysed on 15 bench-
mark datasets from UCI repository (Aha and Murphy, 1994), Kent
Ridge Bio-medical datasets (Andres Cano and Andres, 2005) and
Table 2
Classification accuracies of MRTPDT + CART method, CART, Bagging, AdaBoost, an Ensemb

Sl.
No.

Datasets CART Random
Forest

Bagging Adaboost E
(

1 MicroMass (Aha and Murphy,
1994)

73.38 84.52 81.46 17.23 8

2 Colon Tumor (Andres Cano and
Andres, 2005)

65 79.14 76.12 79.31 7

3 Thyroid (Zhu et al., 2010) 66.1 71.01 69.78 55.1 7
4 SRBCT (Zhu et al., 2010) 76.53 98.35 95.38 56.36 9
5 Lymphoma (Zhu et al., 2010) 75.48 89.5 79.83 82.19 9
6 Gisette (Guyon, 2003) 92.07 96.66 95.53 88.53 6
7 NIC60 (Zhu et al., 2010) 26.67 49.9 47.26 16.71 4
8 Central Nervous System (Andres

Cano and Andres, 2005)
63.33 62.67 59.5 57.83 6

9 DLBCL Harvard (Andres Cano
and Andres, 2005)

50 54.77 53.3 58.63 5

10 Duke Breast Cancer (Chih-Chung
and Chih-Jen, 2011)

68.5 79.25 81.95 79.95 8

11 Leukemia (Andres Cano and
Andres, 2005)

85 86.83 80.33 87 8

12 Lung Cancer (Andres Cano and
Andres, 2005)

96.89 96.99 95.54 97.03 9

13 Arcene (Guyon, 2003) 73 78.5 71.5 69.2 7
14 Brain (Zhu et al., 2010) 62 73.8 58.8 51 6
15 Prostate (Andres Cano and

Andres, 2005)
87.64 87.54 86.65 88.25 8

Average 70.77 79.30 75.53 65.62 7

Table 3
Classification accuracies of MRTPDT + C4.5 method, C4.5, Bagging, AdaBoost, an Ensemble

Sl.
No.

Datasets C4.5 Random
Forest

Bagging Adaboost E
(

1 MicroMass (Aha and Murphy,
1994)

77.23 84.52 81.46 17.23 8

2 Colon Tumor (Andres Cano and
Andres, 2005)

81.19 79.14 76.12 79.31 7

3 Thyroid (Zhu et al., 2010) 54.23 71.01 69.78 55.1 7
4 SRBCT (Zhu et al., 2010) 86.81 98.35 95.38 56.36 9
5 Lymphoma (Zhu et al., 2010) 66.43 89.5 79.83 82.19 9
6 Gisette (Guyon, 2003) 93.67 96.66 95.53 88.53 6
7 NIC60 (Zhu et al., 2010) 30 49.9 47.26 16.71 4
8 Central Nervous System (Andres

Cano and Andres, 2005)
60 62.67 59.5 57.83 6

9 DLBCL Harvard (Andres Cano
and Andres, 2005)

55 54.77 53.3 58.63 5

10 Duke Breast Cancer (Chih-Chung
and Chih-Jen, 2011)

72.5 79.25 81.95 79.95 8

11 Leukemia (Andres Cano and
Andres, 2005)

87.5 86.83 80.33 87 8

12 Lung Cancer (Andres Cano and
Andres, 2005)

99 96.99 95.54 97.03 9

13 Arcene (Guyon, 2003) 71 78.5 71.5 69.2 7
14 Brain (Zhu et al., 2010) 60 73.8 58.8 51 6
15 Prostate (Andres Cano and

Andres, 2005)
78.85 87.54 86.65 88.25 8

Average 71.56 79.30 75.53 65.62 7

Please cite this article as: S. Guggari, V. Kadappa, V. Umadevi et al., Music rhy
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NIPS 2003 workshop challenge datasets (Guyon, 2003). The charac-
teristics of the datasets used are listed in the Table 1 with number
of samples, number of dimensions (features) and number of target
classes. These datasets are high-dimensional in nature, with the
range of 1025 to 12600 features.

4.2. Experimental set-up

Features of each dataset are vertically partitioned from 5 to 100
blocks (with a step of 5) based on the concept of music rhythm
tree. We estimate the average classification accuracy, standard
le technique and a Vertical partitioning technique.

Classification rate (%)

nsemble Technique
Catal et al., 2015)

Vertical partitioning technique
(Seetha and Narasimha Murty, 2016)

MRTPDT + CART

4.85 78.21 81.27

3.55 64.76 80.71

3.06 53.52 76.1
9.76 45.14 100
6.57 53.57 83.33
4.34 68.71 94.72
7.57 47.33 50
1.83 65 66.67

0.5 55.33 69.67

4.55 52 91

6.92 70.83 97.50

6.59 10.14 100

2.2 54 78
3.2 58 76
4.65 63 93.52

6.01 55.97 82.57

technique and a Vertical partitioning technique.

Classification rate (%)

nsemble Technique
Catal et al., 2015)

Vertical partitioning technique
(Seetha and Narasimha Murty, 2016)

MRTPDT + C4.5

4.85 78.21 86

3.55 64.76 84.05

3.06 53.52 74.38
9.76 45.14 100
6.57 53.57 93.81
4.34 68.71 97.5
7.57 47.33 58.33
1.83 65 71.67

0.5 55.33 62.67

4.55 52 93

6.92 70.83 97.5

6.59 10.14 100

2.2 54 83
3.2 58 82
4.65 63 96.46

6.01 55.97 85.36
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Table 4
Classification accuracies of MRTPDT + C5.0 method, C5.0, Bagging, AdaBoost, an Ensemble technique and a Vertical partitioning technique.

Classification rate (%)

Sl.
No.

Datasets C5.0 Random
Forest

Bagging Adaboost Ensemble Technique
(Catal et al., 2015)

Vertical partitioning technique
(Seetha and Narasimha Murty, 2016)

MRTPDT + C5.0

1 MicroMass (Aha and Murphy,
1994)

76.35 84.52 81.46 17.23 84.85 78.21 85.64

2 Colon Tumor (Andres Cano and
Andres, 2005)

82.38 79.14 76.12 79.31 73.55 64.76 80.95

3 Thyroid (Zhu et al., 2010) 56.58 71.01 69.78 55.1 73.06 53.52 75.7
4 SRBCT (Zhu et al., 2010) 86.81 98.35 95.38 56.36 99.76 45.14 100
5 Lymphoma (Zhu et al., 2010) 64.76 89.5 79.83 82.19 96.57 53.57 90.48
6 Gisette (Guyon, 2003) 94.08 96.66 95.53 88.53 64.34 68.71 97.45
7 NIC60 (Zhu et al., 2010) 28.33 49.9 47.26 16.71 47.57 47.33 54.52
8 Central Nervous System (Andres

Cano and Andres, 2005)
60 62.67 59.5 57.83 61.83 65 66.67

9 DLBCL Harvard (Andres Cano
and Andres, 2005)

48 54.77 53.3 58.63 50.5 55.33 66

10 Duke Breast Cancer (Chih-Chung
and Chih-Jen, 2011)

70 79.25 81.95 79.95 84.55 52 91

11 Leukemia (Andres Cano and
Andres, 2005)

95 86.83 80.33 87 86.92 70.83 95

12 Lung Cancer (Andres Cano and
Andres, 2005)

98 96.99 95.54 97.03 96.59 10.14 100

13 Arcene (Guyon, 2003) 66 78.5 71.5 69.2 72.2 54 85
14 Brain (Zhu et al., 2010) 64 73.8 58.8 51 63.2 58 84
15 Prostate (Andres Cano and

Andres, 2005)
87.64 87.54 86.65 88.25 84.65 63 96.37

Average 71.86 79.30 75.53 65.62 76.01 55.97 84.58
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deviation, misclassification rate and F-score using 10-fold cross
validation technique. All experimental results are performed on
Intel i5 core processor with 12 GB RAM and used R tool (version
3.6.0) (The R project for statistical computing, 1993) which is run-
ning on window 7 operating system. In addition, the experimental
results of Bagging and AdaBoost methods are obtained usingWEKA
Tool (Hall et al., 2009).

4.3. Classification accuracies of MRTPDT method against traditional
Decision tree methods, Bagging, AdaBoost, an Ensemble technique
(Catal et al., 2015) and a Vertical partitioning technique (Seetha and
Narasimha Murty, 2016)

Tables 2–4 describe average classification accuracies of MRTPDT
method, CART, C4.5, C5.0 and other classification techniques
respectively. For each dataset, experiments are conducted by vary-
ing partitions from 5 to 100 with a step of 5 and chosen highest
classification accuracy obtained by MRTPDT method among these
partitions.

MRTPDT + CART method uses CART method to build an ensem-
ble of tree models. MRTPDT + CART shows approximately an aver-
age of 11.8% improvement in the classification accuracy as
compared to classical CART decision tree across all standard bench-
mark datasets as indicated in Table 2. It is observed that
MRTPDT + CART shows better accuracy for maximum number of
datasets and exhibits 23% improvement in classification accuracy
for SRBCT and NIC60 datasets over CART method. It also shows
improvement in classification accuracy over other techniques. It
records 3.3%, 7%, 16.9%, 6.6% and 26.6% improvement in average
classification accuracy over Random forest, Bagging, Adaboost, an
ensemble technique (Catal et al., 2015) and a vertical partitioning
technique (Seetha and Narasimha Murty, 2016) respectively.

Table 3 compares the performance of MRTPDT + C4.5 with other
known standard techniques. It shows an average of 13.8% improve-
ment in classification accuracy as compared to C4.5 decision tree
and uses C4.5 decision tree to build tree models. MRTPDT + C4.5
shows approximately more than 9% improvement in classification
Please cite this article as: S. Guggari, V. Kadappa, V. Umadevi et al., Music rhy
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accuracy as compared the Ensemble technique (Catal et al., 2015).
Similarly the proposed method outperforms Random Forest, Bag-
ging, Adaboost, and vertical partitioning (Catal et al., 2015) tech-
niques by showing approximately 6%, 9.9%, 19.7%, 29.4%
improvement over them respectively in classification accuracy.

Average classification accuracies of MRTPDT + C5.0 are
described in Table 4. It exhibits an average of 12.7% improvement
in classification accuracy as compared to C5.0 decision tree. It uses
C5.0 to build tree models. MRTPDT + C5.0 shows highest improve-
ment of 25.7% and 26.2% in average classification accuracy for Lym-
phoma and NIC60 datasets and does not show any improvement in
classification accuracy for both colon tumor and Leukemia data-
sets. MRTPDT + C5.0 records 5.3%, 9.1%, 19%, 8.6% and 28.6%
improvement in classification accuracy for Random Forest, Bag-
ging, Adaboost, an ensemble Technique (Catal et al., 2015) and a
vertical partitioning technique (Seetha and Narasimha Murty,
2016) respectively.

It observed that MRTPDT + C4.5 and MRTPDT + C5.0 methods
achieve 100% classification accuracy for both SRBCT (Zhu et al.,
2010) and Lung Cancer (Andres Cano and Andres, 2005) datasets.

Figs. 3–5, indicate the average classification accuracies of the
proposed method with varied number of partitions from 5 to
100. Here, average is computed by considering the classification
accuracies obtained for all datasets for each block number. The
proposed method outperforms other methods in terms of classifi-
cation accuracy. It shows that 15;25 and 20 partitions have highest
average classification accuracies for MRTPDT + CART,
MRTPDT + C4.5 and MRTPDT + C5.0 decision trees respectively.
Figs. 3–5, also give direction to decide the right number of parti-
tions based on classification accuracy.

4.3.1. Statistical significance of average classification accuracies
In this section, we study the statistical significance of average

classification accuracies obtained by MRTPDT method in compar-
ison to other methods. Friedman, Wilcoxon sign, ANOVA, Spear-
man’s and Pearson statistical tests are explored for our analysis.
We use p� value as a indicator to gauge the significance of the
thm tree based partitioning approach to decision tree classifier, Journal of
.1016/j.jksuci.2020.03.015
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Fig. 3. Average Classification accuracies of MRTPDT + CART method across 5 to 100 blocks.
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Fig. 4. Average Classification accuracies of MRTPDT + C4.5 method across 5 to 100 blocks.
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Fig. 5. Average Classification accuracies of MRTPDT + C5.0 method across 5 to 100 blocks.
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tests and level of significance, a ¼ 0:05 in this analysis. If
p� value 6 a, the null hypothesis is rejected. The classification
accuracies obtained by MRTPDT and other methods, as shown in
Tables 2–4, are used to conduct statistical tests. The p� values
obtained by various tests are shown in Tables 5–7. It is evident that
the proposed method shows significant improvement statistically in
classification over other methods because p < a for most of the
cases (Tables 5–7).
5. Experimental analysis related to the stability of decision tree

In this section, we used standard deviation and misclassification
rate measures to describe the structural stability of the proposed
technique. If we say a method is more stable when it shows smaller
standard deviation and misclassification rate values.

5.1. Standard deviation

Standard deviation metric is used to assess the structural stabil-
ity of the proposed MRTPDT method. Fig. 6 presents standard devi-
ation of classification accuracies for 15 datasets (Tables 2–4)
obtained by MRTPDT + CART, MRTPDT + C4.5, MRTPDT + C5.0,
and other methods using boxplots. It is noted that the mean and
other summary values of standard deviation, related to the
MRTPDT method are less than the summary values related to other
benchmark techniques. Therefore, MRTPDT method is structurally
stable.

Tables 8–10 present p� values computed based on the standard
deviation values of the proposed and other methods. It is clear that
Table 5
Various Statistical tests for MRTPDT + CART and other methods using average classificatio

p-valu

Sl. No. Tests CART Random Forest Bagging

1 Friedman Test 0.0001 0.070 0.0045
2 Wilcoxon Sign Test 0.0006 0.060 0.0012
3 ANOVA 3.56e�07 1.10e�07 6.18e�07
4 Spearmans Test 0.1.71e�09 6.823e�10 2.73e�08
5 Pearson Test 1.756e�08 6.85e�07 2.77e�07

Table 6
Various Statical tests for MRTPDT + C4.5 and other methods using average classification a

p-valu

Sl. No. Tests C4.5 Random Forest Bagging

1 Friedman Test 0.00010 0.00010 0.00010
2 Wilcoxon Sign Test 0.027 0.2539 0.0464
3 ANOVA 9.54e�06 3.24e�09 3.8e�07
4 Spearmans Test 3.308e�06 4.481e�10 3.045e�0
5 Pearson Test 9.545e�05 3.245e�09 3.796e�0

Table 7
Various Statistical tests for MRTPDT + C5.0 and other methods using average classification

p-valu

Sl. No. Tests C5.0 Random Forest Bagging

1 Friedman Test 0.0013 0.00010 0.00010
2 Wilcoxon Sign Test 0.0618 0.2997 0.088
3 ANOVA 4.77e�06 5.47e�09 7.48e�07
4 Spearmans Test 1.073e�05 1.513e�08 8.537e�0
5 Pearson Test 4.766e�06 5.469e�09 7.478e�0
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p < 0:05 for most of the statistical tests. In other words, the pro-
posed method shows statistically significant values of standard
deviation over other methods.

5.2. Misclassification rate

Fig. 7 demonstrates an average misclassification rates of
MRTPDT and other techniques for 15 datasets. The average mis-
classification rate of MRTPDT + CART method is 17.4%, which is less
than CART (i.e. 29.2%) decision tree. Similarly, MRTPDT + C4.5 and
MRTPDT + C5.0 show much lower misclassification rate as com-
pared to other benchmark methods. Fig. 7 gives an evidence of
11.8%, 13.8% and 12.7% decrease in misclassification rate for
MRTPDT + CART, MRTPDT + C4.5 and MRTPDT + C5.0 respectively
as compared to classical decision trees (CART, C4.5, C5.0). There-
fore, the proposed method is more stable as it shows lower mis-
classification rate.
6. Analysis of experimental results for class imbalanced
datasets

F-score measure, a harmonic mean, is used to evaluate the per-
formance of class imbalanced datasets. MRTPDT technique uses
Synthetic minority oversampling technique (SMOTE) (Chawla
et al., 2002) to increase the samples of minority class, then applies
10-fold cross validation to classify the test data.

Table 11 represents characteristics of class imbalanced datasets
considered for experimental analysis with class distribution and
class imbalance ratio. Fig. 8 shows distribution of average F-score
n accuracies of 15 datasets.

e

Adaboost Ensemble Technique Vertical Partitioning Technique

0.00010 0.0045 0.00010
0.0006 0.0006 0.0006
3.91e�07 3.4e�06 0.597
0.005704 6.23e�07 0.766
5.704e�07 6.25e�07 0.766

ccuracies of 15 datasets.

e

Adaboost Ensemble Technique Vertical Partitioning Technique

0.00010 0.00078 0.00010
0.011 0.1465 4.788e�05
0.0074 3.15e�06 0.705

7 5.64e�07 5.4e�06 0.8593
7 0.0073 3.15e�07 0.7047

accuracies of 15 datasets.

e

Adaboost Ensemble Technique Vertical Partitioning Technique

0.00010 0.00078 0.00010
0.020 0.1465 5.72e�05
0.0086 0.0001 0.643

8 0.00815 0.00048 0.737
7 0.0086 0.00010 0.6434
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Fig. 6. Standard deviation of classification accuracies obtained by MRTPDT and other methods.
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Table 8
Various statistical tests for MRTPDT + CART and other methods using standard deviation values.

p-value

Sl. No. Tests CART Random Forest Bagging Adaboost Ensemble Technique Vertical Partitioning Technique

1 Friedman Test 0.00078 0.00078 0.00010 0.020 0.00010 0.07
2 Wilcoxon Sign Test 0.0042 0.03 0.014 0.031 0.056 0.25
3 ANOVA 0.004 6.63e�07 1.282e�06 0.0257 8.9e�07 0.03
4 Spearmans Test 0.0010 3.98e�06 1.06e�06 0.012 3.68e�07 0.0031
5 Pearson Test 0.0040 6.357e�08 0.00028 0.025 8.94e�08 0.030

Table 9
Various Statical tests for MRTPDT + C4.5 and other methods using standard deviation values.

p-value

Sl. No. Tests C4.5 Random Forest Bagging Adaboost Ensemble Technique Vertical Partitioning Technique

1 Friedman Test 0.00010 0.0007 0.00010 0.020 0.00010 0.07
2 Wilcoxon Sign Test 0.010 0.07 0.042 0.07 0.105 0.0042
3 ANOVA 0.0021 5.34e�06 7.8e�05 0.037 1.3e�06 0.024
4 Spearmans test 9.87e�06 1.09e�05 7.292e�07 0.0087 4.92e�07 9.51e�06
5 Pearson test 0.0021 5.39e�07 7.8e�06 0.037 1.38e�05 0.024

Table 10
Various Statistical tests for MRTPDT + C5.0 and other methods using standard deviation values.

p-value

Sl. No. Tests C5.0 Random Forest Bagging Adaboost Ensemble Technique Vertical Partitioning Technique

1 Friedman Test 0.0013 0.00078 0.0007 0.0075 0.00078 0.7963
2 Wilcoxon Sign Test 0.013 0.081 0.042 0.071 0.081 0.29
3 ANOVA 0.002 2.67e�05 3.71e�06 0.035 3.71e�05 0.027
4 Spearmans Test 0.0011 3.27e�06 0.0019 0.007 2.26e�06 0.010
5 Pearson Test 0.0024 2.66e�05 3.15e�06 0.035 3.71e�05 0.027
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values across different blocks for MRTPDT + SMOTE + CART,
MRTPDT + SMOTE + C4.5 and MRTPDT + SMOTE + C5.0 decision
trees. It is observed that MRTPDT + SMOTE + CART, MRTPDT + S
MOTE + C45 and MRTPDT + SMOTE + C5.0 show highest F-score
for 20 blocks, 45 blocks and 15 blocks respectively. Fig. 8, shows
the approximate number of blocks suitable for the proposed
method can be obtained.

Fig. 9 indicates average F-score values obtained by various
methods for 3 different datasets mentioned in Table 11. It is evi-
dent that the performance of MRTPDT method is better than
SMOTE + classical decision tree and classical decision tree meth-
ods. For each dataset, we compute average of F-scores obtained
by the proposed method by varying the number of blocks from 5
to 100 blocks with a step of 5. For NIC60 data, it is observed from
Fig. 9a that the MRTPDT + SMOTE + CART method shows an
improvement of 39% and 30% in F-score over CART and
SMOTE + CART respectively; similarly, it shows 34% and 12%, 8%
and 15% F-score improvement for Colon tumor dataset and Central
nervous system datasets respectively. It is noted from Fig. 9b that
the MRTPDT + SMOTE + C4.5 method shows an improvement of
45% and 39% in F-score over CART and SMOTE + CART respectively;
similarly, it shows 7% and 8%, 2% and 16% F-score improvement for
Colon tumor dataset and Central nervous system datasets respec-
tively. It is observed from Fig. 9c that the MRTPDT + SMOTE + C5.
0 method shows an improvement of 44% and 36% in F-score over
CART and SMOTE + CART respectively; similarly, it shows 8% and
7%, 2% and 6% F-score improvement for Colon tumor dataset and
Central nervous system datasets respectively.

Fig. 10 indicates the average time taken by proposed MRTPDT
method as compared to traditional classifiers. It shows an average
time improvement by 8.2% 20.9% and 35.6% milliseconds to
Please cite this article as: S. Guggari, V. Kadappa, V. Umadevi et al., Music rhy
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MRTPDT + CART, MRTPDT + C4.5 and MRTPDT + C5.0 respectively.
Therefore, the proposed MRTPDT method is superior as compared
to traditional decision trees in terms of time complexity (run time).
7. Discussion

The proposed methods – MRTPDT + CART, MRTPDT + C4.5 and
MRTPDT + C5.0 – show highest classification accuracy for 15;25
and 20 blocks respectively, among all the blocks (Figs. 3–5).
According to the definition mentioned in the work (Vipin and
Sonajharia, 2016), the partition with highest classification accuracy
suggests an approximate number of blocks to be created for a data-
set. Therefore, Figs. 3–5 give a direction to choose right number of
blocks for the proposed method. Experimental analysis demon-
strates that the blocks having the combination of features with
high, moderate and low correlation values are helpful in the
improvement of classification accuracy of the proposed method
(Tables 2,3,4, and Figs. 6, 7 and 9). The music rhythm tree enables
us to create such combinations of features in each block. Our
experimental results demonstrate that the proposed method is
also scalable for high dimensional datasets. The proposed method
is more efficient as compared to other benchmark techniques for
the following reasons: Ordering of the features based on the
strength of correlation values and music rhythm tree is helpful to
produce blocks having features with a combination of high, moder-
ate and low correlation values.

The proposed algorithm has some drawbacks: It is slower than
other ensemble techniques in terms of computational complexity
and tree depth size of the MRTPDT is comparatively higher than
other state-of-the-art ensemble techniques.
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Fig. 7. Average misclassification rate for MRTPDT and other methods.
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Table 11
Characteristics of Class Imbalance Datasets.

Sl. No. Data set Imbalance Ratio Class distribution Ratio

1 Colon Tumor (Andres Cano and Andres, 2005) 0.55 0.645;0.354
2 NIC60 (Zhu et al., 2010) 0.66 0.11;0.13;0.098;0.11;0.14;0.065;0.098;0.098;0.13
3 Central Nervous System (Andres Cano and Andres, 2005) 0.54 0.65;0.35

Fig. 8. Average F-score for MRTPDT method across the partitions.
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Fig. 9. Average F-score values for datasets using MRTPDT and other methods.
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8. Conclusion and future work

In the present study, we explored a novel vertical partitioning
approach by using the ideas from music rhythm tree. The MRTPDT
method is compared with Random Forest, Bagging, AdaBoost, an
ensemble technique and a vertical partitioning method with
respect to classification accuracy, standard deviation, misclassifica-
tion rate and F-score. We used high dimensional datasets to eval-
uate superiority of the proposed method and it is proved that
our technique is unique and scalable for such datasets. Our study
also indicates a direction to choose right number of partitions.
The method outperforms other established ensemble techniques
and classical decision trees in terms of classification accuracy,
structural stability and handling class imbalanced datasets. In
future, we would like to explore evolutionary techniques to do fur-
ther improvement in the performance of MRTPDT method.
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