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Abstract
Bacterial-foraging-optimization (BFO) has newly raised and one of the most useful nature inspired optimization algorithm 
for real parametric optimization. During the process of random walk, the BFO algorithm makes search in the random direc-
tion, which increases delay. To overcome the delay in reaching the global optimum and also to boost up the performance 
of BFO, we proposed an algorithm by mixing the features of BFO and particle swarm optimization (PSO) for detecting 
the abnormal cardiac beat. Computer simulations illustrate the usefulness of the developed approach compared to the basic 
versions of BFO and PSO. The main aim of the research is to develop new modifications of BFO and its combination with 
transform technique such as Wavelet Transform and machine learning method, support vector machines (SVMs) to test their 
performances in the detection of cardiac arrhythmia. Modification of BFO focuses for improving its convergence in terms of 
speed and accuracy. Provided results in this paper show that, for the detection of MI and BBB classes, the BFPSO algorithm 
with SVM gives 98.9% and 99.3% accuracy on MIT-BIH database by including NSR database also. Moreover, the results 
demonstrate the effectiveness of the proposed method to improve the detection of cardiac arrhythmia.

Keywords Electrocardiography (ECG) · Bacterial foraging optimization (BFO) · Particle swarm optimization (PSO) · 
Support vector machine (SVM)

1 Introduction

Coronary heart diseases (CHD) are the leading cause of 
death in India. WHO reports predicts that nearly 2.6 mil-
lion Indians cause morbidity and death by 2020 due to CHD. 
In comparison with European countries Indians are highly 
effected by CHD in early age (In western countries before 70 
years the CHD deaths are about 23% whereas in India it is 
52%) (Kumar 2014). ECG is an approach for measuring the 
heart’s electrical activity, typically a non-invasive approach 
to detecting abnormalities in the heart. ECG signal has vari-
ous characteristics. A typical heartbeat or cycle begins with 
a P wave followed by a QRS complex. The beat then ends 
with a T wave. Occasionally, the U wave appears after the 
T wave. More importantly, rhythm and the morphology of 

the ECG waveform is altered by cardiovascular diseases and 
abnormalities such as the cardiac arrhythmias. Hence this 
research focus on their automatic detection and classifica-
tion. The aim of this paper is to develop such a computer 
aided diagnostic system which assists expert cardiologists by 
providing intelligent, cost effective and time saving arrhyth-
mia diagnostics. To achieve this goal, conventional ECG 
signal processing techniques along hybrid BF-PSO optimi-
zation technique are implemented to identify the arrhythmia 
recognition. Different diseases are identified, namely AF, MI 
and BBB are given below.

1.1  Atrial fibrillation

Atrial fibrillation (AFib or AF) is a trembling or unpredicta-
ble pulse (arrhythmia) that can prompt blood clusters, stroke, 
heart attack and other heart-related entanglements. Not less 
than 2.7 million Americans are living with AF.

Normally heart contracts and relaxes to complete one 
beat. In atrial fibrillation, the upper assemblies of the heart 
(atria) beat asynchronously with the ventricles, causing 
insufficient blood flow into the ventricles. This condition 
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increases the formation of blood clots in the atria. The fol-
lowing morphological changes present in ECG, fluctuating 
(random) waveforms instead of P waves (f-waves); irregular 
RR interval are shown in Fig. 1.

1.2  Myocardial infarction (MI)

MI (Acharya et al. 2017; Padmavathi and Krishna 2014) is a 
hazardous condition that happens when blood stream to the 
heart muscle is suddenly cut off, causing tissue harm. This 
is normally the consequence of a blockage in at least one of 
the coronary supply routes. A blockage can create because 
of a development of plaque, a substance which mainly con-
sists of cholesterol, and cell squander (waste) items. Heart 
is the primary organ in our cardiovascular system, which 
likewise incorporates diverse sorts of arteries. Arteries sup-
ply oxygen-rich blood to our body and the majority of our 
organs. The coronary artries supply oxygen rich blood to 
heart muscle. At the point when these supply routes wind 
up noticeably blocked or limited because of the development 
of plaque, the blood stream to heart can diminish fundamen-
tally or stop totally. This can cause a heart assault. A few 
components may prompt a blockage in the coronary arter-
ies. Two different types MI can be observed from ECG they 
are ST elevation (type 1) and ST dipression (type 2). In this 
paper we considered type 2 MI signal. The morphological 
changes in type 2 MI are shown in Fig. 2.

1.3  Bundle branch block (BBB)

The heart’s electrical movement starts in the sinoatrial junc-
tion (the heart’s common pacemaker), which is arranged on 
the upper right chamber. The drive goes next through the 
left and right atria and summates at the atrioventricular 
point (AV node). From the AV point the electrical drive 

goes down the bundle-his and partitions into the right and 
left bundle branches. At last, the branches spread into a large 
number of purkinje fibres, which thus interdigitise with indi-
vidual cardiovascular myocytes, taking into consideration 
fast, organized, and synchronous physiologic depolarization 
of the ventricles.

BBB condition can be analyzed when the length of the 
QRS complex on the ECG more than 120 ms. BBB com-
monly cause prolongation of the QRS complex, and may 
move the heart’s electrical axis marginally to one side. The 
ECG will demonstrate a terminal R wave in lead V1 and a 
slurred S wave in lead I. LBBB extends the whole QRS, and 
much of the time moves the heart’s electrical axis to one 
side. Another ordinary finding with BBB is suitable T wave 
dipression. The T wave will be diverted inverse the terminal 
avoidance of the QRS complex. Left block can prompt car-
diovascular dyssynchrony. The occurance of left and right 
blocks at the same time prompts add up to AV block. The 
changes in the BBB signals shown in Figs. 3 and 4.

There are mainly four stages (steps) in the traditional 
ECG signal classification [(i) preprocessing; (ii) feature 
extraction; (iii) feature optimization; (iv) classification] as 
shown in Fig. 5.

Several transforms have been proposed for signal analy-
sis (Hramov et al. 2015; Vetterli et al. 2014). The choice of 
signal transforms for such analysis is usually due to some 
useful properties that these transforms have, including their 
compact representation of a signal, inversibility, availabil-
ity of fast versions for computation, capacity of analyzing 
signals at each frequency independently, among others. One 
of the most commonly used feature extraction techniques 
used today is the wavelet transform, has many applications 
such as signal processing (Xizhi 2008), denoising (Engin 
2004), feature extraction (Faust et al. 2015; Ceylan and 
Özbay 2011) a time-frequency transformation. Wavelet 

Fig. 1  AF signal Fig. 2  Myocardial infarction signal
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transforms are preferred for feature extraction as they can 
express features in both the time domain and frequency 
domain. Using wavelet transforms has a drawback, though, 
as additional processing is needed to discern which features 
are most applicable. Examples of additional processing 
used to extract the most important features include prin-
cipal component analysis (PCA), independent component 

analysis (ICA), generalized discriminate analysis, or linear 
discriminate analysis. For each of these machine learning 
feature extraction algorithms, the ECG data are be fed into 
the classifier model, which uses a predetermined algorithm 
to separate the features into their various classes. Physio-
logical signals like ECG are considered to be quasi-periodic 
in nature. They are of finite duration and non stationary. 
Hence, a techniques like Wavelet coherence, wavelet trans-
form are inefficient because they produce large number of 
redundant and noisy features. Therefore the common prac-
tice is to extract the key features useful for the classification. 
On the other hand, nature inspired optimization algorithms 
are the recent addition in this field of research, provides a 
powerful tool for extracting important features from each 
ECG beat.

In the classification of cardiac arrhythmia, the high 
dimensional features often brings a barrier for researchers. 
Actually, in classification tasks, the unlabeled instances 
are required to be classified into specific groups according 
to informative features. The reality is that not all features 
are useful for classification, and some redundant and irrel-
evant features may even serve as obstacles. Consequently, 
the accuracy of classification is also decreased. The chal-
lenge is that, without previous knowledge, it is difficult to 
distinguish the most representative and compact features 
from the useless ones when the dimensional space is rather 
high. So the feature selection, as the effective tool, have 
been wildly applied to select a relative small but useful 
feature subsets from available features. The purpose of fea-
ture selection is to eliminate the redundant and irrelevant 
features in great deal to achieve the highest classification 
accuracy.

Evolutionary based algorithms like differential evolu-
tion (DE), GA, genetic programming (GP) which have been 
frequently shown to be effective in solving the problems 
in complex conditions are presented for feature selection 
(Angelov and Kasabov 2006). Most of them are binary 
description algorithms, and every bit represents a feature, 
e.g. the value “1” represents a selected feature while value 
“0” means a feature that is not selected. However, param-
eters used in genetic or evolutionary based algorithms need 
to be properly defined to obtain the considerable perfor-
mance.Since the swarm algorithms like PSO, ACO are good 
at local research, while evolutionary-based algorithms like 
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Fig. 3  Left bundle branch block
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Fig. 4  Right bundle branch block

Fig. 5  Arrhythmia classification steps
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GA have a better global searching ability.The combinations 
of the swarm and evolutionary algorithms are presented in 
the literature, such as hybrid GA-ACO (Roeva et al. 2016; 
Lee et al. 2008) Hybrid GA-ACO-PSO (Tam et al. 2008) are 
good at both local and global search. Even so, the effective-
ness of feature selection would be decreased when the size 
of search space increases. Most of those feature selection 
methods are suffering from the computational complexity 
or local optima. To address high dimensionality feature 
selection problems, an effective feature selection method 
with global search ability is demanded. During the pro-
cess of random search, the BFO try different search direc-
tions which may lead to delay in reaching global solution. 
In order to speed the convergence of Bacterial Foraging 
Optimization, (Rajasekhar et al. 2011) had proposed an 
improved BFO namely BF-PSO. The BF-PSO algorithm 
borrowed the ideas of velocity updating from PSO, the 
search directions specified of the bacteria are oriented 
by the individual best location and global best locations 
concurrently.

2  Related work

Different research groups around the world developed and 
used novel meta-heuristic optimization methods like nature 
inspired PSO (Ordonez De León et al. 2019; Moeini and 
Babaei 2017, Cuckoo Search Gandomi et al. 2013) Firefly 
Algorithms (Yang 2010), BFO (Das et al. 2009) in machine 
learning applications such as biomedical signal process-
ing (Kora 2017), data mining (Fong et al. 2016), image 
retrieval (Younus et al. 2015), manufacturing design (Raju 
et al. 2018) and robotic platform (Garcia et al. 2009), etc. 
The former researchers (Biswas et al. 2007; El-Wakeel et al. 
2015; Anguluri et al. 2011) also applied the hybrid BF-PSO 
algorithms for solving optimization problems of numerical 
benchmark, permanent magnet brush less dc motor, and 
FOPI Speed Controller etc. They all reported that the per-
formance of hybrid BF-PSO algorithm is far better than 
classical PSO and BFO algorithm. Furthermore, the hybrid 
BF-PSO algorithm involves the elite-selection mechanism 
to reproduce the near optimal solutions, thereby balance the 
exploration and exploitation abilities of the search space 
(Padmavathi and Kalva 2015). BFO algorithms moves in 
the in the random directions in the search space (tumble 
behavior), each bacterium moves in a random direction, 
this random search behavior may lead to delay in reaching 
the local and global optimum point. So in hybrid BF-PSO 
(Biswas et al. 2007) algorithm social information ability 
of PSO and elimination and reproduction behavior of BFO 
are combined to overcome the delay in reaching the global 
optimum and also to boost up the performance operation 
of BFO. Lee et al. (2013) extracted linear and nonlinear 

features and classified using different types of classifiers 
to detect coronary artery diseases. Kim et al. (2007) used 
multiple discriminant analysis to differtiate three heart dis-
eases. Sridhar et al. (2016) compared performance of DWT 
and nonlinear techniques techniques to detect normal and 
coronary heart diseases using SVM, Decision Tree (DT), 
K-nearest neighbor (KNN) and probability neural network 
(PNN) classifiers. Schreck et al. (1988) used Emperical 
mode decomposition technique to classify normal and rest-
ing ECGs. Lehtinen et al. (1988) utilized multilayer percep-
tron neural network to classify coronary artery diseases and 
showed that computer aided diagnosis increased the detec-
tion accuracy. Lewenstein (2001) used neural network to 
detect coronary artery disease and classified as healthy and 
unhelathy patients. Babaoglu et al. (2010) used binary par-
ticle swarm optimization and genetic algorithm as feature 
optimization techniques and SVM as classification tech-
nique to detect coronary heart diseases. Kaveh and Chung 
(2013) used electrocardiogram exercise stress test data col-
lected from Physionet database to detect coronary artery 
atherosclerosis. Features are extracted and optimized using 
DWT and principal component analysis (PCA) then classi-
fied using SVM. Acharya et al. (2017) utilized higher-order 
statistics and spectra and classified different coronary heart 
diseases using KNN and decision tree classifiers. Kumar 
et al. (2017) used flexible analytic Wavelet Transform to 
decompose ECG signals and then classified using least 
squares-support vector machine. Classification accuracy is 
99.6% (Morlet wavelet kernel) in comparison to 99.56% 
(radial basis function kernel) (Table 1).

3  Methods

In the preprocessing, the data has been collected from MIT-
BIH AF data base consisting normal sinus rhythm database 
(18 patients, 128 Hz) and AF database (26 patients, 250 Hz) 
of 30 min duration. The MI data has been collected from 
Physionet PTB database consisting 52 normal individuals 
and 148 MI patients data at a sampling rate of 1000 Hz. 
From the PTB data base, 6 normal and 7 MI files of dura-
tion 30 min have been used. The BBB data has been col-
lected from the MIT-BIH arrhythmia data base consisting 
48 half channel ambulatory ECG recordings obtained from 
47 individuals. From the arrhythmia data base 3 LBBB and 
3 RBBB files of duration of 30 min at 360 Hz sampling rate 
have been used.

This section describes the proposed methods for classifi-
cation of electrocardiogram (ECG) signals based on a set of 
features extracted from various time-frequency transforms. 
Different classifiers are employed and evaluated over a col-
lection of signals as in Fig. 6.
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3.1  Wavelet transform

Wavelet Transforms are efficiently useful for the identifica-
tion of abrupt changes in the signal. Wavelet is a rapidly 
decaying wave like oscallation that has zero mean. Unlike 
the the sinusoids which extends upto infinity a wavelet 
exists for finite duration. Wavelets are in different sizes and 
shapes. The availability of wide range of wavelets is the 
key strength of wavelet analyis. Scaling and shifting are the 
two important concepts of wavelets. For each ECG segment 
coefficients of wavelets d(j, n) and scaling functions c(n) are 
calculated via

(1)

f (t) =

∞∑
n=−∞

c(n)�(t − n)

+

∞∑
j= 0

∞∑
n=−∞

d(j, n)2j∕2�(2jt − n)

We have extracted 6 six approximated coefficients A1–A6 
and six detailed coefficients D1–D6 using the above expres-
sion as shown in Fig. 7.

3.2  Hybrid bacterial foraging and particle swarm 
optimization

Biologically inspired systems-based algorithms were devel-
oped by modeling the behavior of animals in doing some-
thing collectively, for example foraging in groups, rather 
than individually. Bacterial foraging Optimization (BFO), 

(2)c(n) =

∞

∫
−∞

f (t)�(t − n)dt

(3)d(j, n) = 2j∕2

∞

∫
−∞

f (t)�(2jt − n)dt.

Table 1  Accuracy comparison 
for the identification of cardiac 
arrhythmia

Author Approach Performance

Kim et al. (2007) Linear features
nonlinear features
multiple discriminant analysis

Angina
sen = 72.5% 
Spe = 81.8% 
coronary syndrome 
sen = 84.6% 
Spe = 91.5%

Sridhar et al. (2016) DWT, nonlinear features and
classifiers: SVM, DT,
KNN and PNN

Sensitivity = 95.02 % Specificity = 99.2%   
Accuracy = 98.67%

Schreck et al. (1988) Emperical mode decomposition Men
sen = 84.3%
Spe = 81.8%
Women
sen =  76.2%
Spe = 80%

Lehtinen et al. (1988) ANN ROC = 91.5%
Lewenstein (2001) RBF Neural Network Sensitivity = 97% 

Specificity = 98%
Babaoglu et al. (2010) PCA Accuracy = 80%
Kaveh and Chung (2013) DWT & Principal component 

analysis and SVM
Accuracy = 80%

Acharya et al. (2017) Bispectrum and cumulant Sen = 94.8%,  SPe = 99.3%,  Acc = 98.2%
Kumar et al. (2017) Features

flexible analytic
wavelet transform
cross information potential(CIP)
classifiers
KNN, DT

Sen = 94.8%,  SPe = 99.3%,  Acc = 98.2%

Proposed BFPSO & SVM AF
Acc = 99.1% 
MI
Acc = 98.9% 
BBB
Acc = 99.3%
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which has been developed based on foraging strategies of 
Escherichia Coli bacteria, emerged as one of relatively the 
most newly developed biologically-inspired optimisation 
methods. E. Coli bacteria always try to find a place which 
has high level of nutrition and avoid a place which has nox-
ious substance. From the optimisation point of view, the 
optimum value is the place which has the highest nutrient 
level. The initial position of bacteria could be set in certain 
predetermined position or dispersed randomly across the 
nutrient media (search space). Bacteria will move towards 
global optimum position by applying “biased” random walk 
called chemotaxis with constant “step size”. After perform-
ing a predetermined number of chemotactic steps, the health 
of bacteria is sorted based on the nutrient level they get. 
Half of the population with high nutrient level, the healthy 
bacteria, will reproduce and takes the same place of their 
mother while the remaining half with lower nutrient level, 
unhealthy bacteria, will die. By using this mechanism, the 
number of bacteria in the population will remain constant. 
Because of external factors, the number of bacteria in the 

population could be decreased sharply or dispersed to other 
regions of nutrient media. This event makes bacteria able 
to explore most parts or whole regions of nutrient media.

From the literature, it can be noted that, since it is a rela-
tively new optimization technique, there are still spaces that 
can be explored on the modification of BFO especially to 
increase its convergence speed and accuracy and also its 
possible combination with other soft computing techniques 
such as fuzzy logic and neural networks. Moreover, despite 
its potential, BFO has not been reported yet for modeling 
and control of flexible manipulator systems. The main aim of 
the research is to develop new modifications of BFO and its 
combination with PSO technique and test their performances 
in detecting abnormal cardiac beat. Modification of BFO is 
focusing on maximizing the detection accuracy of cardiac 
beat and the performance of modified BFO will be compared 
to that of the standard BFO.

Fig. 6  Classification flow diagram

Fig. 7  Discrete wavelet transform
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Natural selection tends to eliminate animals with poor 
foraging strategies and favor the propagation of genes of 
those animals that have successful foraging strategies since 
they are more likely to enjoy reproductive success. After 
many generations poor foraging strategies are either elimi-
nated or shaped into good ones. Until date BFO has found 
its successful implementation real world problems such 
as PI/PID controller design (Debbarma et al. 2014), stock 
market prediction (Majhi et al. 2009), and power systems 
(Kumar and Jayabarathi 2012). However, during the pro-
cess of chemotaxis, the BFO depends on random search 
directions which may lead to delay in reaching global solu-
tion. In order to speed the convergence of Bacterial For-
aging Optimization, Raja sekhar et al. (Rajasekhar et al. 
2011) had proposed an improved BFO namely BF-PSO. 
The BF-PSO algorithm borrowed the ideas of velocity 
updating from PSO, the search directions specified of the 
bacteria are oriented by the individual best location and 
global best locations concurrently. In the tumble behavior 
each bacterium moves in a random direction, this random 

search behavior may lead to delay in reaching the local 
and global optimum point. So in hybrid BF-PSO algorithm 
social information ability of PSO and elimination and dis-
persal behavior of BFO are combined. The chemotaxis step 
of BFO is updated by velocity equation of PSO as shown 
in Eq. 4:

where pbest is the best position of each bacterium and gbest 
is the global best position. The BF-PSO procedure given in 
algorithm 1 and flow chart shown in Fig. 8.

The initial the parameters: D,Np,Nc,Nr ,C and x i, where 
D is the dimension of search space, Np is the total number 
of population (bacteria), Nc is the total chemotatic steps, 
Nre is the total reproduction loops, x i is the ith bacterium 
location. C1, C2, w is the PSO parameters as shown in 
Table 2. 

(4)

v(j + 1) = W × v(j) + C1 × rand

×
(
pbest − Pcurrent

)
+ C2 × rand

×
(
gbest − Pcurrent

)

Fig. 8  BF-PSO flowchart
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In this hybrid combination, PSO performs tumble opera-
tion and produces a near optimal solution very rapidly which 
is then followed by a global search elimination of dispersal, 

which fine-tunes the solution and gives an optimum solu-
tion. PSO has an inherent disadvantage of being trapped in 
the local optimum but has high convergence speed whereas 
BFO has the drawback of having a very poor convergence 
speed but has the ability of not being trapped in the local 
optima. The fitness function (ECG equation based on Gauss-
ian model) shown in Eq. 5.

If i ∈ P,Q,R, S then Gaussian wave for each component of 
ECG wave have following parameter: Mi is height of curves 
peak, ti is the center position of the peak and wi controls the 
width of ECG signal.

(±
d

dt
) =

(
d

dt

)
 if i ∈ R and (± d

dt
) = −1 if i ∈ S.x

3.3  Clasification of ECG beats: support vector 
machine (SVM)

supervised learning in which at the each instant of input is 
applied, the desired class label must be provided to the sys-
tem. SVM is basically a binary classifier. It is a supervised 
learning algorithm and can be used for both classification 
and regression. It adjusts weights of the network so error 
between the actual and predicted one decreases. It views 
the given database as two sets of vectors x1 and x2 in an ’n’ 
dimensional space and constructs a separating hyper plane 
that maximizes the margin between the signal relevant to 
training and the signals for testing. SVM is a kernel method 
and the kernel function used in SVM is very crucial in 
determining its performance. Kernel function “svmtrain” 
uses to map the training data into kernel space. The kernel 
function can be one of the following character vectors or a 
function handle: The kernels may be linear, quadratic, poly-
nomial, Gaussian Radial Basis Function and Multi-layer 
Perceptron. In this Gaussian RBF is used. But in this work, 
there are P classes where P > 2. There are three different 
multiple-class SVM techniques. They are

• One against one.
• One against all.
• Error correcting.

1. One against one  This approach involves constructing a 
binary classifier for each pair of classes resulting in N×N-1

2
 

binary classifiers. When applied to a test feature vector, 
each binary classifier gives one vote to the winning class 

(5)

x(i) =
�

i∈P,R,S

�
±
d

dt

�i

Mie

�
− t − ti√

2wi

�

+
�

i∈Q,j∈i

Mije

�
−
t − tij

wij

�2
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and the point is labeled with the class having majority 
votes.

2. One against all  For N different classes. One vs all will 
train one classifier per class in total N classifiers. For 
class i it will assume i-labels as positive and the rest as 
negative. It is computationally complex.

3. Error correcting  To speed up the process, Error correct-
ing SVM is designed in the context of error correcting 
code, inspired by the coding schemes used in communi-
cations. For ’P’ classes, the number of binary classifiers 
required is PC2 denoted by L. 

 Each class is represented by a binary string of length L. 
During training, the kth classifier, k =  0, 1, 2, … , L, the 
desired class labels may be either ±1 . For understand-
ing purpose, we choose M = 3. The number of binary 
classifiers required is L = 3C2 .  Therefore L = 3. For 
each class, the desired labels may be different for vari-
ous classes. This is equivalent to constructing a matrix 
of M × L of chosen labels.

During training, the first classifier is designed to respond 
(−1,+1,+1). The second classifier will be trained to respond 
(−1,−1,+1) and so on. The procedure is equivalent to 
grouping the classes in to L different pairs, and, for each 
pair, a binary classifier is trained accordingly. In this, for the 
first binary classification, class w2 has been grouped together 
with w3 and has been assigned label ‘1’ and w1 with label 
0. Similarly, in the second binary classifier, class w1 has 
been grouped together with w2 with label −1 and w3 with 
1. This is repeated for all the classifiers. Each row must be 
distinct and may corresponds to a class label. In the absense 
of errors, the outputs of the L classifier for a pattern for class 
1 is [−1,−1,−1] . When an unknown pattern is applied, the 
output of each L binary classifiers is calculated. Then, Ham-
ming distance of this code word is compared with M code 
words and the pattern is classified as class corresponding 
to the small distance. The RBF kernel is employed with a 
sigma of 0.1 for training the network. Total 1800 cases are 
used for training and 1006 beats are used for testing in order 
to analyze the performance of the classifier.

4  Results

This section presents the experimental results obtained 
through the proposed ECG signal classification method, 
describes the data set used in the experiments, and performs 
a comparative analysis against other methods available in 
the literature.

⎡
⎢⎢⎣

−1& − 1& − 1

+1& − 1& + 1

+1& + 1& − 1

⎤
⎥⎥⎦

The data has been collected from MIT-BIH AF data base 
consisting normal sinus rhythm database (18 patients, 128 
Hz) and AF database (26 patients, 250 Hz) of 30 minutes 
duration. The MI data has been collected from Physionet 
(MIT-BIH) PTB database consisting 52 normal individu-
als and 148 MI patients data at a sampling rate of 1000 Hz. 
From the PTB data base, 6 normal and 7 MI files of duration 
30 minutes have been used. The BBB data has been col-
lected from the MIT-BIH arrhythmia data base consisting 
48 half channel ambulatory ECG recordings obtained from 
47 individuals. From the arrhythmia data base 3 LBBB and 
3 RBBB files of duration of 30 minutes at 360 Hz sampling 
rate have been used.

4.1  Output of wavelet transform

The ECG signal, consisting of many characteristic points. 
These points characterize the behaviour of the ECG signal. 
Representing these points (features) with a lesser number 
of parameters to represent the ECG signal is particularly 
important for recognition and diagnostic functions. These 
multiple-scale features of the DWT allows the decomposi-
tion of a signal into a number of scales, every scale repre-
senting a particular coarseness of the signal under this study. 
The procedure of multiresolution decomposition of a signal 
x[n] is schematically shown in 7. The approximation (A) 
coefficients are the lowpass representation of the signal and 
the details (D) are the wavelet coefficients. At each subse-
quent level, the approximation coefficients are again divided 
into a coarser approximation (lowpass) and highpass (detail) 
part. Every stage of this scheme consists of two digital filters 
and two down samplers. The down sampled outputs of first 
high pass and low-pass filters give the detail, D1 and the 
approximation, A1, respectively. The first approximation, 
A1 is more decomposed and this process is continued as 
shown in Figs. 9, 10, 11, 12,13, 14, 15 and 16. A ten-second 
ECG waveform during LBBB and RBBB all along with its 
detailed coefficients of levels D1 to D6. As the sampling rate 
o f BBB signal is 360Hz, this signal contains 3600 samples. 
It can be clearly shown that the BBB activity can be apparent 
in the wavelet domain, especially in the detail coefficients.

4.2  Performance evaluation parameters

In the present work, hybrid BF-PSO algorithm was tested 
at single function for 100 population for 25 iterations and 
the upper/lower bound limits of all parameters are selected 
based upon the specified range of parameters. The results in 
terms of mean solution, standard deviation, power spectral 
density and mean square error are the observed values in 
Table 3.

From the given results, it has been seen that mean value 
of 2.8592e−005 , standard deviation (SD) value of 0.0286, 
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Fig. 9  Approximate coefficients A1–A6 of AF signal
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Fig. 10  Detailed coefficients D1–D6 of AF signal
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Fig. 11  Approximate coefficients A1–A6 of MI signal
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Fig. 12  Detailed coefficients D1–D6 of MI signal
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Fig. 13  Approximate coefficients A1–A6 of LBBB signal
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Fig. 14  Detailed coefficients D1–D6 of LBBB signal
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power spectral density (PSD) is value of 2.9748 and mean 
square error (MSE) value of 0.0077 on given ECG signal of 
200 samples taken from MIT-BIH database.

4.2.1  Comparison on convergence time

The “Convergence time” is defined as the time of converging 
at a global optimum. Thus, the runs when particles converge 
at the local optimum are discarded, and the computation 
time of runs when particles converge at the global optimum 
are averaged. A comparison of the convergence time among 
GA, PSO, and BFPSO is shown in Table 4. The convergence 
time of BFPSO is less than those of GA, PSO and BFO.

4.3  Classification results

The present research work proposed three efficient 
approaches for ECG classification. The XWT coefficients, 
WT coefficients and WT + BFPSO coefficients (spectral 
estimation) are used for feature extraction: These features 
are classified using KNN, neural networks (NN) and SVM 
classifiers. The detection accuracy of AF using WT coef-
ficients is found to be 99.1%. The detection accuracy of MI 
with SVM classifier is 98.9%. The detection accuracy of 
BBB with SVM classifier is 99.3% as depicted in Table 5. It 
is clear that the BFPSO with SVM technique for the classi-
fication of ECG features have given fast and accurate results 
compared to the other techniques in the literature survey. We 
have selected 9193 normal beats used for classification, 3778 
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Fig. 15  Approximate coefficients A1–A6 of RBBB signal
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Fig. 16  Detailed coefficients D1–D6 of RBBB signal

Table 2  BF-PSO algorithm parameter values

Input parameter Value

BFO parameters
 Di-mention of search space (D) 200
 Number of bacterium or population (n) 100
 Number of chemotaxis steps (Nc) 100
 Number of reproduction steps (Nr) 100
 Number of iterations 25

PSO parameters
 Inertial weight (w) 1
 Acceleration coefficient (C1) 2
 Acceleration coefficient (C2) 2

Table 3  Performance Evaluation Parameters

Parameter MIT-BIH record (16265)

Mean 2.8592e−005
SD 0.0286
PSD 2.9748
MSE 0.0077

Table 4  Comparison of statistics of the convergence time

Researcher Iterations Convergence time

Zhang et al. (2010) 100 GA—0.065s
PSO—0.023s

Manasrah and Ba Ali (2016) 500 GA—0.869s;
PSO—0.761s;
GAPSO—0.987s

Shanmugasundaram et al. (2019) – GAPSO—178.32s
GABFO—161.86s
BFOPSO—257.13s

Proposed (BFPSO) 100 GA—0.062s
PSO—0.043s
BFPSO—0.024s
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RBBB and LBBB beats and 6068 AF and MI beats user 
for classification. Hence the total number of beats used for 
classification are 19,039. Out of which 18,800 are correctly 
classified and 239 beats are mis-classified.

The specificity is defined as the fraction of correctly 
classified abnormal beats to the total number of abnormal 
beats. The sensitivity of an arrhythmia is defined as the frac-
tion of correctly identified normal beats to the total normal 
beats. The overall accuracy is the division of the total ECG 
beats correctly classified to the total number beats used for 
the classification. The performance of feature extraction 
methods are compared with three classifiers: KNN, NN 
and SVM. The experimental results state that the proposed 
BF-PSO optimized features with SVM classifier has greater 
accuracy for the detection of AF,MI and BBB than other 
the classifiers.

In this research work, an effort was made to increases 
classification rate of diseases (AF, BBB and MI). The overall 
achievement is estimated by the parameters specificity, sen-
sitivity and accuracy in terms of ROC performance curves 

Table 5  Classification of WT, 
XWT and WT + BFPSO 
features using KNN, NN and 
SVM classifiers

Classifier AF (%) MI (%) BBB (%)

Sen Spe acc sen spe acc sen spe acc

XWT + KNN 72.1 70.6 70.2 79.5 78.3 77.5 86.1 83.3 85.5
XWT + NN 80.3 85.1 85.5 81.3 82.5 81.4 91.6 84.3 89.9
XWT + SVM 83.2 87.3 88.1 90.5 87.3 92.2 93.3 91.3 94.5
WT + KNN 61.1 60.6 60.2 69.5 68.3 67.5 86.1 83.3 85.5
WT + NN 85.3 80.1 87.5 86.3 76.5 79.4 80.6 87.3 86.9
WT + SVM 91.1 90.6 99.1 87.6 85.1 87.1 94.6 95.5 96.1
WT + BFPSO + KNN 61.1 60.6 60.2 85.5 88.3 87.5 56.1 53.3 56.1
WT + BFPSO + NN 80.3 85.1 87.5 90.3 89.5 90.4 89.6 87.3 89.9
WT + BFPSO + SVM 92.2 88.3 91.1 94.5 92.3 98.9 93.3 92.2 99.3

Fig. 17  Detection of AF using three classifiers Fig. 18  Detection of BBB using three classifiers

Fig. 19  Detection of MI using three classifiers
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shown in Figs. 17, 18 and 19. Table 5 shows the performance 
of different feature extraction techniques in terms of sensitiv-
ity, specificity and accuracy.

5  Conclusion

The present research work proposed BFPSO approach was 
used for feature optimization. These features are classified 
using KNN, NN and SVM classifiers. The detection accu-
racy for AF, MI with SVM classifier are 99.1%, 98.9% and 
99.3%. It is clear that SVM have given fast and accurate 
results compared to the other techniques in the literature. 
Hence, it has been briefly concluded that the hybrid BF-PSO 
algorithm is more efficient and effective algorithms to obtain 
the optimize ECG features.

The future implementations of the work can be as follows:

• This work can be implemented with very large databases 
in order to increase the detection capability of heart dis-
eases.

• Effective feature extraction and classification techniques 
can be introduced in the wireless wearable devices for 
continuous real time monitoring of heart patients.

• The future scope of this research is to use effective train-
ing techniques. These effective training techniques can 
be integrated with machine learning techniques to pro-
vide significant classification results with better accuracy. 
Moreover the training time can be reduced with the help 
of these training techniques.

• Deep learning methods can be used to improve the clas-
sification accuracy.
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