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ABSTRACT
The aim of remote sensing image fusion is to merge the high spectral 
resolution multispectral (MS) image with high spatial resolution pan-
chromatic (PAN) image to get a high spatial resolution MS image with 
less spectral distortion. The conventional pixel level fusion techniques 
su!er from the halo e!ect and gradient reversal. To solve this problem, 
a new region-based method using anisotropic di!usion (AD) for 
remote sensing image fusion is investigated. The basic idea is to fuse 
the ‘Y’ component only (of YCbCr colour space) of the MS image with 
the PAN image. The base layers and detail layers of the input images 
obtained using the AD process are segmented using the fuzzy c-means 
(FCM) algorithm and combined based on their spatial frequency. The 
fusion experiment uses three data sets. The contributions of this paper 
are as follows: i) it solves the chromaticity loss problem at the time of 
fusion, ii) the AD "lter with the region-based fusion approach is 
brought into the context of remote sensing application for the "rst 
time, and iii) the edge info in the input images is retained. A qualitative 
and quantitative comparison is made with classic and recent state-of- 
the-art methods. The experimental results reveal that the proposed 
method produces promising fusion results.
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1. Introduction

Remote sensing applications such as change identi"cation, land cover classi"cation and 
hazard monitoring require high spatial and spectral resolution images. However, due to 
the technological constraints in existing remote sensors, most of the remote sensing 
satellites like WorldView, SPOT and IKONOS give image data with di!erent spectral and 
spatial resolutions. The high resolution and low spectral band is referred to as the PAN 
image, whilst the low resolution and high spectral band is referred to as the MS image. 
Because of the physical restraints, the MS image obtained from remote sensors usually 
has low spatial resolution. Therefore, it is needed to improve the spatial resolution of the 
MS image combined with the PAN image to obtain better spatial and spectral informa-
tion. To achieve this, fusion of PAN and MS images is required, which can give complete 
information of the scene. This is called a pan-sharpening image (Zhang 2010, Xu et al. 
2014, Pohl and van Genderen 2015, Li et al. 2018, Pandit and Bhiwani 2019).
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Image fusion is performed at three levels, pixel, feature and decision. The pixel-based 
fusion method is the lowest level amongst the three levels of fusion (Ghassemian 2016). It 
takes into account the features of the remote sensing images acquired by diverse sensors 
and focuses on the statistical analysis of the pixel information to get the fused image. In 
the feature-level fusion method, a group of image pixels form a continuous region (using 
segmentation). It is also named region-based fusion. From this region, di!erent features 
such as edges and texture can be extracted or classi"ed into a variety of images from the 
same geographical location. The features are extracted employing di!erent techniques. 
Then, the feature info is merged to enhance the spatial information (Mirzapour and 
Ghassemian 2015, Bai et al. 2014). The decision-level image fusion is the highest level of 
fusion. Here, the features are extracted from the regions and based on the classi"cation 
and the decision is taken for the fusion (Luo et al. 2013, Mahmoudi et al. 2015, Tuia et al. 
2018). Many remote sensing image fusion methods are reported in the last two decades. 
In a broad sense, they can be classi"ed into di!erent groups, i.e. component substitution 
(CS), multiresolution approach (MRA), model-based, hybrid, etc. In addition, deep learn-
ing-based fusion techniques have been suggested in recent years.

In CS-based techniques, the MS image is transformed into another colour space and 
replaced with the components obtained from the PAN image. Then, inverse transform is 
used to get the improved MS image. Many CS-based methods for remote sensing image 
fusion are reported in the literature. The Brovey transform (BT) is also known as colour 
normalisation transform as it involves the red-green-blue (RGB) colour transform proce-
dure. However, the output image found using this technique experiences spectral distor-
tion. The IHS-based technique utilises the colour transformation technique (Tu et al. 2001). 
These types of techniques are generally simple algorithms and have fast calculation 
speed. However, the contrast of the fused image reduces and produces poor fusion 
results. A nonlinear IHS scheme is proposed for the fusion of MS and PAN images in 
Ghahremani and Ghassemian (2016). The authors mainly focused on the estimation of the 
intensity value. The approximate intensity values are calculated using the local and global 
synthesis approach. However, the computational e#ciency of the method is less as 
compared to other methods due to the patch-by-patch synthesis.

The MRA-based methods incorporate high frequency details extracted from the PAN 
image into the up-sampled MS image. Many methods are reported for the problem on 
hand. The discrete wavelet transform (DWT)-based method (Pajares and de La Cruz 2004) 
"rst extracts the spatial information from the PAN image. The extracted information is 
injected into the MS image to enhance the spatial resolution and decrease the colour 
distortion. But it does not extract the geometric structure of the image e#ciently. Also, it 
su!ers from the blurring e!ect. The shift invariant characteristics and directionality 
property of non-subsampled contourlet transform (NSCT) (Liu et al. 2015) overcome the 
shortcomings of the DWT method. However, the NSCT method is computationally less 
e#cient. Shahdoosti and Ghassemian (2015) used the optimal "ltering method, which is 
able to extract relevant and non-redundant information from the PAN images. The 
optimum "lter coe#cients are obtained utilising the statistical properties of the images, 
which are more consistent with the type and texture of remote sensing images as 
compared to other types of kernel-like wavelets. Restaino et al. (2016) fused the MS and 
PAN images using the morphological half gradient operator. The authors found an 
alternative MRA approach by investigating a non-linear MRA method implemented with 
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morphological pyramids. The process uses nonlinear decomposition using the morpho-
logical operator. Nowadays, edge-preserving "lters such as guided "lter and cross- 
bilateral "lter are very popular and used in image fusion applications. These techniques 
preserve the signi"cant edge information of the source images. However, the disadvan-
tage of the cross-bilateral "lter-based method is that it generates gradient reversal in the 
output image. Similarly, the fused image obtained with guided "lter produces a halo 
e!ect. Tan et al. (2020) proposed remote sensing image fusion based on co-occurrence 
"ltering (CoF) and the multi-scale morphological gradient domain dual-channel pulse- 
coupled neural network (PCNN). The CoF has the biggest advantage that the sharp details 
in the local region can be preserved when smoothing the "ne textures. Wang et al. 
(2021b) proposed a MS and PAN image fusion method based on adaptive textural feature 
extraction using an adaptive guided "lter and grey-level co-occurrence matrix (GLCM). 
The disadvantage of MRA-based methods is the selection of the decomposition level. 
Furthermore, these methods produce spatial distortion, i.e. blurring e!ect.

In recent years, mode- based fusion methods such as sparse representation (SR)-based 
(Li et al. 2013), compressed sensing-based (Ghahremani et al. 2019) and hierarchical 
Bayesian model (Golipour et al. 2015) are reported. Li et al. (2013) proposed remote 
sensing image fusion with SR over learned dictionary. The dictionary for PAN and low- 
resolution MS images is learned from the source images adaptively. Furthermore, a new 
approach is suggested to construct the dictionary for unknown high-resolution MS 
images without the training set. The sparse coe#cients of the PAN image and the low- 
resolution MS image are found using the orthogonal matching pursuit (OMP) algorithm. 
The advantage of the SR technique is that it does not need a speci"c basis kernel-like 
wavelet, curvelet, etc. The limitations are as follows: (a) it is di#cult to design a universal 
dictionary and (b) it is computationally intensive.

The hybrid methods improve the fusion performance by combining many di!erent 
methods. Some popular hybrid methods reported are wavelet and SR (Cheng et al. 2015), 
SR and guided "lter (Ma et al. 2019), à trous wavelet transform and IHS transform (Xin and 
Feng 2019), etc. Tambe et al. (2021) proposed the fusion of PAN and MS images by 
merging the principal component analysis (PCA) and rotated wavelet transform. They 
used this technique to eliminate the colour distortion, shifting e!ect and shift distortion in 
the fused image. This technique generally maps the MS image to a feature space by 
utilising the PAN image substituting its highest correlation component to enhance the 
spatial resolution of the output image. However, the computational complexity is high as 
compared to the individual PCA and non-subsampled rotated wavelet transform.

Recently, the deep learning approaches were proposed for the remote sensing image 
fusion problem. Scarpa et al. (2018) improved the architecture and training data of their 
previous convolutional neural network-based fusion work (Masi et al. 2016). They included 
a target-adaptive tuning phase to solve the problem of insu#cient training data and 
allowed users to apply the proposed architecture to their own data. Azarang and 
Kehtarnavaz (2020) presented a multi-objective deep learning method for the pan shar-
pening. Liu et al. (2020) proposed a two-stream fusion network for the remote sensing 
image fusion and reconstructed the fused image from the fused features. Wang et al. 
(2021a) proposed a dual path fusion network to reduce the spectral distortion and enhance 
the spatial textural information. They have used two networks, i.e. the global subnetwork 
(GSN) and the local subnetwork (LSN) for the fusion. It gives good fusion results. However, 
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it has certain limitations such as the computational complexity is high and it relies on 
paired data and requires a large number of training samples. These methods show good 
fusion results as compared to the state-of-the-art methods. However, they require a large 
number of training samples and the computational time is also very high.

From the literature, it is known that the pixel level fusion is simple and easy to 
implement. However, it has certain limitations such as blurring e!ect and high sensitivity 
to noise. The decision-level fusion is complex as compared to pixel- and feature-level 
fusion. To overcome the problems of pixel-based fusion, the region-based fusion, which 
belongs to feature-level fusion, is preferred, which possesses certain advantages like less 
sensitivity to noise and use of semantic fusion rules (Meher et al. 2019).

Despite the availability of so many methods for remote sensing image fusion, the 
fusion accuracy and the fusion e!ect still need to be improved. Many problems still need 
to be solved such as selection of features, preserving loss of information and simpli"cation 
of fusion rules. In this paper, the MS and PAN image fusion algorithm based on AD is 
proposed. Few papers are published on the successful use of AD "lters for the fusion of 
infrared and visible images (Bavirisetti and Dhuli 2016, Yin and Zhang 2019), multi- 
exposure image fusion (Bhateja et al. 2019), etc.

As far as our knowledge is concerned, the AD "lter is not used for remote sensing 
image fusion. This has motivated us to carry out the region-based remote sensing image 
fusion employing AD "lters. For the "rst time, the AD "lter-based approach is brought into 
the context of remote sensing image fusion. The AD "lter is an edge-preserving and edge- 
smoothing "lter. The AD procedure decomposes the input images into base layers and 
detail layers. These layers are combined using the region-based fusion rules. The FCM is 
used to segment the layers. The spatial frequency (SF) of each segmented region is 
compared. The fused image of base layers and the fused image of detail layers is obtained 
based on this comparison. The "nal output image is obtained by superposition of the 
fused detail and base layers.

The prime objectives of the suggested fusion technique are as follows: (i) integrating the 
information from the input MS and PAN images to produce the fused image that includes 
both the spectral and spatial information. (ii) Preserving the original colour information with 
less degradation. To achieve this, the colour and luminance information of the input images 
need to be separated. Therefore, the coloured input image has to be transformed from RGB 
colour space to another suitable colour space. Hence, choosing the suitable colour space for 
the fusion is another objective of the work. It is observed that some colour spaces such as 
Hue-Saturation-Value (HSV) colour space produce the ghosting e!ect in the output images. 
As found in the literature, the YCbCr colour space does not produce ghosting artefacts in 
the output images. The proposed fusion technique uses only the Y component of the MS 
image, whilst the chromaticity components (Cb and Cr) of the input image are preserved 
without any changes. (iii) Preserving edges, capturing "ne details and smoothing the input 
images using the AD "lter. (iv) Classi"cation of the PAN image and the Y component of the 
MS image into various regions is an important step in region-based fusion. Hence, FCM is 
used to cluster the AD coe#cients of the input images.

The remaining part of this article is organised in the following way: Section 2 explains 
the theory of AD and brief idea about the SF; Section 3 explains the suggested fusion 
scheme; Section 4 analyses the "ndings; "nally, the conclusion in Section 5 gives a brief 
summary and critique of the "ndings.
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2. Theoretical background

This section presents the di!erent concepts used to model our proposed method. A brief 
idea of AD and SF is presented in the following sub-sections.

2.1. Anisotropic di!usion

The scale space technique (Babaud et al. 1986) produces coarser resolution images by 
convolving the original image with a Gaussian kernel. However, this method has major 
disadvantage: it is di#cult to get precisely the locations of the meaningful edges at the 
coarser scale. Perona and Malik (1990) proposed a new de"nition of the scale space 
technique using a di!usion process called the AD process. It has transformed the applica-
tion of the heat equation to digital images. AD is used to pre-process the image to 
e#ciently retain the image texture details. The image is viewed as a heat "eld, with 
each pixel acting as a heat $ow. It is determined whether to di!use to the surroundings 
based on the relationship between the current pixel and the surrounding pixels. When the 
distance between the current pixel and the surrounding pixels is large, the surrounding 
pixels may form a boundary. The current pixel will not di!use to the boundary as a result 
and the boundary will be preserved. Furthermore, it is known that the isotropic di!usion 
uses inter-region smoothing where the edges are not detected properly. The AD process 
overcomes this problem. It employs intra-region smoothing. The bene"t of this approach 
is that, at every coarser resolution, the edges are sharp. The concept of AD has been 
applied in image processing to divide the image. It separates the pixels of the source 
image into two regions: homogeneous (base layer) and non-homogeneous (detail layer). 
The base layers are obtained by processing the input images using the AD technique. The 
detail layers are obtained by subtracting the base layers from the source images.

The AD equation for an input image I of dimension M⇥ N (Perona and Malik 1990) is 
expressed as follows: 

It à divÖcÖm; n; tÜ—IÜ à cÖm; n; tÜΔI á —c�—I (1) 

where div is the divergence operator, cÖm; n; tÜ is the rate of di!usion or conduction 
coe#cient, Δ is the Laplacian operator, — is the gradient operator and It is the "ltered 
image after t iterations. cÖm; n; tÜ is usually chosen as a function of image gradient to 
preserve the edges of the image. After solving Equation (1), it is expressed as follows: 

Itá1 à It á λâcN��—NIt á cS��—SIt á cE��—EIt á cW ��—W Itä (2) 

where λ is a stability factor that is de"ned in the range 0  λ  0:25, cN; cS; cE and cW 

represent the conduction coe#cients in the four directions, i.e. north (N), south (S), east (E) 
and west (W), respectively. Here, — represents the nearest neighbour di!erence and is 
de"ned as 

�—NIm;n à Im�1;n � Im;n
�—SIm;n à Imá1;n � Im;n
�—EIm;n à Im;ná1 � Im;n
�—W Im;n à Im;n�1 � Im;n

(3) 

Similarly, the conduction coe#cients cN; cS; cE and cW are represented as follows: 
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It is to be noted that the conduction coe#cients can also be computed considering the 
eight directions (i.e. N, S, E, W, northeast (NE), northwest (NW), southeast (SE) and south-
west (SW)). In fact, the results obtained in this work consider the eight directions. In 
Equation (4), fÖ�Ü is a non-negative monotonically decreasing function with fÖ0Ü à 1. 
Various functions can be employed for fÖ�Ü. Here, two functions proposed in Perona and 
Malik 1990 are used as follows: 

fÖ—IÜ à e
�Öw—IwkÜ2

(5) 

fÖ—IÜ à 1á Öw—IwkÜ2 (6) 

These two functions show a compromise between the image smoothing and retention of 
the edges. The function in Equation (5) is e!ective for images consisting of high contrast 
edges, whereas Equation (6) is e!ective for images consisting of wide regions. The constant 
k is used in both the functions. Its value is employed to select the permissible boundary 
region based on the edge strength. For a given image I, the AD is represented as AD(I).

2.2. Spatial frequency

The spatial frequency, which originated from the human visual system, indicates the 
overall active level in an image space. The human visual system is too complex to be 
fully understood with present physiological means, but the use of SF has led to an 
e!ective objective quality index for image fusion. The SF of an image block is de"ned 
as follows:

Consider an image I of size M⇥ N, where M equals the number of rows and N the 
number of columns. The row frequency (RF) and column frequency (CF) of the image 
block are given by 

RF à

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

MN
XM�1

mà0

XN�1

nà1
âIÖm; nÜ � IÖm; n� 1Üä2

vuut (7) 

where IÖm; nÜ is the grey value of a pixel at position Öm; nÜ. Similarly, 
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CF à

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

MN
XN�1

nà0

XM�1

mà1
âIÖm; nÜ � IÖm� 1; nÜä2

vuut (8) 

The total SF of the image is then given as 

SF à
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
ÖRFÜ2 á ÖCFÜ2

q
: (9) 

The SF quanti"es the amount of frequency content in an image. It contains the spatial 
details an image holds. It shows the clarity or sharpness of the image. The higher the value 
of SF, the richer the information the image contains. Moreover, the remote sensing 
images, which contain the forest area, building, road etc., are considered as high- 
frequency objects. Hence, in remote sensing image fusion, preserving the high frequency 
content is important in addition to enhancing the spectral quality (Li et al. 2001). Thus, we 
have used the SF as a feature for the problem on hand to select appropriate regions for 
fusion.

3. Proposed fusion scheme

The suggested fusion technique is based on the separation of the colour and the 
luminance components of the image. We have emphasised on retaining the original 
colour information. Therefore, we have separated the colour and the luminance compo-
nents of the source images. Hence, the RGB image is converted into another colour space, 
which separates the colour and luminance components. It is observed that some colour 
spaces like IHS introduce the ghosting e!ect in the fused images (Umbaugh 2005). So to 
eliminate such an e!ect, we have chosen the YCbCr colour space. There may be chances 
of loss of colour information as the transform coe#cients are generated after the trans-
formation. To minimise this e!ect, we have applied transformation only to the ‘Y’ 
component of the source images. The other components ‘Cb’ and ‘Cr’ remain unchanged. 
The PAN image is fused only with the ‘Y’ component of the MS image. Here, we have used 
the FCM clustering technique for segmentation of the input images. The reason is that 
FCM is a soft clustering technique where the same pixel may belong to multiple clusters 
as per the membership value. The segmentation results are more accurate as compared to 
other clustering techniques such as k-means. Note that the accuracy of segmentation 
in$uences the fusion results also.

The block diagram of the suggested technique is depicted in Figure 1. The input 
images are assumed to be registered. Let the two input images PAN and ‘Y’ component 
of the MS image be denoted as IPANÖm; nÜ and IYÖm; nÜ, respectively.

The RGB MS image is transformed into YCbCr colour space. The AD process is 
employed to the PAN image and only the ‘Y’ component of the MS image. The FCM 
clustering is utilised to segment the detail layers and the base layers obtained after 
applying the AD process. The SF of each of the segmented regions in both the detail 
layer and the base layer is computed. Then, the fused base layer and the fused detail layer 
are obtained by comparing the corresponding regions in the ‘Y’ component image and 
the PAN image. The new ‘Y’ component is obtained by linear combination of the fused 
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base layer and the fused detail layer. Finally, the output image is obtained by merging the 
new ‘Y’ component with ‘Cb’ and ‘Cr’ components and converting back to RGB colour 
space.

The di!erent steps of the suggested technique are presented as follows:

3.0.1. Step 1: extracting the Base Layers and the Detail Layers utilising the AD 
Method
Apply the AD process to acquire the base layers and detail layers from the input images 
using Equation (1). The base layers are represented as BIPANÖm; nÜ and BIY Öm; nÜ for the 
IPANÖm; nÜ and IYÖm; nÜ images, respectively. They are expressed as follows: 

ÖBIPANÖm; nÜ à ADÖIPANÖm; nÜÜ
ÖBIY Öm; nÜ à ADÖIYÖm; nÜÜ

(10) 

The detail layers DIPANÖm; nÜ and DIY Öm; nÜ are similarly obtained by subtracting the base 
layers from the input images using the following equations: 

ÖDIPANÖm; nÜ à IPANÖm; nÜ � BIPANÖm; nÜ
ÖDIY Öm; nÜ à IYÖm; nÜ � BIY Öm; nÜ

(11) 

3.0.2. Step 2: fusion of detail layers and base layers
The fusion of detail layers is carried out as follows:

Figure 1. Block diagram of the suggested fusion technique.
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(i) The FCM is applied to the detail layers of both IY and IPAN images for segmentation. 
In this study, we have taken 10 clusters, as the remote sensing images contain 
a number of objects representing the main features such as urban area, agriculture 
land and deep water. The number of clusters is chosen after testing with several 
values. Hence, 10 segmented regions will be obtained for each of the images.

(ii) The SF of each of the segmented regions in the detail layer is determined using 
Equation (9) for both the images.

(iii) The SF of each region of the detail layer of the ‘Y’ component image is compared 
with the corresponding region of the detail layer of the PAN image. The "nal fused 
detail layer is obtained as

DFusÖm; nÜ à DIYi
Öm; nÜ if SFÖDIYi

Ü ! ÖDIPANi
Ü

DIPANi
Öm; nÜ otherwise

⇢
(12) 

where i= 1, . . .,10; DIYi 
and DIPANi 

is the ith region of the DIY and DIPAN , respectively.
The same process is followed for generating the "nal fused base layer. The "nal fused 

base layer is denoted as BFusÖm; nÜ.

3.0.3. Step 3: "nal fusion layer obtained by the superposition of DFusÖm; nÜ
andBFusÖm; nÜ
The new ‘Y’ component of the fused image is found by linear summation of the fused base 
layer and the fused detail layer. This process is followed because we got the detail layer by 
subtracting the base layer from the input image in Equation (11), 

Y à DFusÖm; nÜ á BFusÖm; nÜ (13) 

3.0.4. Step 4: combine the new Y component with Cb and Cr components
The "nal output image is obtained by summation of the new ‘Y’ component with the ‘Cb’ 
and ‘Cr’ components of the MS input image and converted back to RGB colour space.

4. Results and discussion

This section presents the assessment of the proposed approach for remote sensing image 
fusion. A detailed description of the data sets used is presented in the following sub- 
section followed by a brief description of the image fusion indices. Then, the compared 
methods are outlined. Finally, the results are presented in the form of "gures and tables 
with discussions.

4.1. Data sets

The suggested technique is evaluated using three groups of images from the Worldview-2 
satellite, two groups of images from the IKONOS satellite and two groups of images from 
the QuickBird satellite. The PAN and the MS images captured by the WorldView-2 satellite 
are of 0.5 m and 1.8 m spatial resolution, respectively. The PAN and the MS images 
captured by the QuickBird satellite are of 0.7 m and 2.8 m spatial resolution, respectively. 
Similarly, the PAN and the MS images captured by the IKONOS satellite are of 1 m and 4 m 
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spatial resolution, respectively. We have considered the fusion case with three spectral 
bands: Red (R), Green (G) and Blue (B) only. The MS and PAN images to be fused are 
geometrically registered and the size of the images is 256 × 256. As the reference images 
are rarely available for validation, in this paper, we have used the original MS image as the 
reference image (ground truth) as per Wald’s protocol (Wald et al. 1997). In the experi-
ments, the original MS image is resampled and then used as the input test data. Such 
a kind of test data is called as simulated data. Hence, as per Wald’s protocol, the test data 
in this paper belong to simulation data.

4.2. Image fusion indices

For comparison, several image fusion indices are used. The indices are standard deviation 
(SD), average gradient (AG), correlation coe#cient (CC), peak signal to noise ratio (PSNR), 
structural similarity index (SSIM), the root mean square error (RMSE), the relative global 
synthetic error (ERGAS) and universal quality index (Q). Note that the best in class results 
are displayed in bold. The metrics used are described in detail in the respective literature. 
However, they are presented in brief as follows:

SD: In general, the standard deviation represents the contrast of an image. An image 
having a high SD will indicate a high contrast. It is described by the degree of deviation 
between pixel’s intensity levels of the image. It is expressed as 

SD à

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

M⇥ N
XM

mà1

XN

nà1
ÖFÖm; nÜ � FÜ2

vuut (14) 

where FÖm; nÜ is the output fused image F at pixel location Öm; nÜ and F represent the 
average value of the output image (Wang and Chang 2011). The SD value of the fused 
image should be high.

AG: The average gradient computes the image clarity. It is expressed as follows: 

AG à ÖM� 1ÜÖN� 1Ü ⇥
XM�1

mà1

XN�1

nà1

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
ÖFÖm; nÜ � FÖmá 1; nÜÜ2 á ÖFÖm; nÜÜ � FÖm; ná 1ÜÜ22

q

(15) 

where M⇥ N is the size of the image and FÖm; nÜ is the pixel of the output image (Dong 
et al. 2015). The large value of AG indicates that the output image is of larger resolution.

CC: It is expressed as follows: 

CCÖF; ZÜ à

PM

mà1

PN

nà1
âFÖm; nÜ � �FäâZÖm; nÜ � �Zä

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
PM

mà1

PN

nà1
âFÖm; nÜ � �Fä2 ⇥

PM

mà1

PN

nà1
âZÖm; nÜ � �Zä2

s (16) 

where Z is the reference image. �F and Z represent the mean value of the output image 
and the reference image, respectively. CC is utilised to determine how the spectrum 
information is conserved (Yakhdani and Azizi 2010). The value should be close to 1.

PSNR: It is stated as follows: 
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PSNR à 10 log jF2
maxM⇥ N

XM

mà1

XN

nà1
âFÖm; nÜ � ZÖm; nÜä2j (17) 

where Fmax is the maximum grey value of the output image F (Naidu 2010). The value of 
PSNR should be high.

SSIM: It is expressed as follows: 

SSIMÖF; ZÜ à Ö2μFμZ á b1ÜÖ2σFZ á b2ÜÖμ2
F á μ2

Z á b1ÜÖσ2
F á σ2

Z á b2Ü (18) 

where μF is the average value of the output image F, μZ is the average value of the 
reference image Z, σF

2 denotes the variance of the output image, σZ
2 denotes the 

variance of the reference image, σFZ represent the covariance of the output image F 
and the reference image Z and b is a constant (Wang et al. 2004). The high value of SSIM 
shows more similarity between the reference and the output image.

RMSE: It calculates the quality of the output image by relating the reference and the 
output image. It is stated as (Zoran 2009) 

RMSEÖF; ZÜ à

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

M⇥ N
XM

mà1

XN

nà1
âFÖm; nÜ � ZÖm; nÜä2

vuut (19) 

The RMSE value should be smaller.
ERGAS: It provides a universal quality measure of the output image F and is expressed 

as follows: 

ERGAS à 100kl

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

p
Xp

ià1
âRMSEÖiÜMeanÖiÜä2

vuut (20) 

where k denotes the PAN image spatial resolution, l represents the MS image spatial 
resolution, p denotes the number of bands of the output image F, MeanÖiÜ denotes the 
average value of the ith band of the reference image Z and RMSEÖiÜ calculates the RMSE 
between the ith band of Z and the output image F (Wald 2002). The value of ERGAS should 
be low.

Universal quality index (Q): The metric Q is mathematically expressed as 

Q à Ö σFZ

σFσZ
Ü�Ö 2�F�Z

Ö�FÜ2 á Ö�ZÜ2
Ü�Ö 2σFσZ

σ2
F á σ2

Z
Ü (21) 

where F and Z denote the average values of the fused image F and the reference image Z 
respectively, σF and σZ represent the standard deviation of F and Z, respectively and σFσZ 

is the covariance between F and Z (Wang and Bovik 2002). The value of this metric 
ranges between −1 and +1. The highest value should be preferred and it is close to +1.

4.3. Compared Methods

The proposed technique has been compared with many classic and recent state-of-the-art 
methods: IHS (Tu et al. 2001), BT (Earth Resource Mapping Pty Ltd 1990), DWT (Pajares and 
de La Cruz 2004), NSCT (Liu et al. 2015), SR (Yang and Li 2010), DWT-SR (Liu et al. 2015), 
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preserving spectral quality for pan sharpening (PSQ-PS) (Shahdoosti and Ghassemian 
2015), morphological half gradient (MF-HG) (Restaino et al. 2016), non-linear intensity- 
hue-saturation (NIHS) (Ghahremani and Ghassemian 2016) and our implementations of 
the pixel-based anisotropic di!usion based fusion (ADF). A method on the deep learning 
target-adaptive convolutional neural network (TACNN) (Scarpa et al. 2018) is also added 
for a comparison.

4.4. Fusion results and discussion

The proposed method is compared with classic and recent state-of-the-art methods. 
A comparison of the proposed method with other methods for group1 images from the 
WorldView-2 data set is shown in Table 1.

Table 1. Performance comparison for group1 images from the WorldView-2 data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q

IHS 60.9322 14.4218 0.8233 16.5029 0.9991 38.1415 8.4061 0.8160
BT 82.8489 13.4938 0.8143 11.2804 0.9971 69.5892 34.6119 0.6172
DWT 63.2286 15.0694 0.8570 17.5443 0.9993 33.8326 7.8565 0.8520
NSCT 64.1907 14.5119 0.8716 17.8664 0.9994 32.6017 7.5601 0.8654
SR 59.4783 13.4729 0.8515 17.3695 0.9993 34.5286 7.6948 0.8455
DWT-SR 63.1557 15.0874 0.8371 16.9473 0.9992 36.2402 8.4453 0.8344
PSQ-PS 67.2538 12.8828 0.5084 12.0841 0.9980 63.4358 14.6486 0.5020
MF-HG 73.8446 19.4777 0.9029 17.8274 0.9994 32.7469 8.1561 0.8794
NIHS 57.8227 10.9166 0.6483 14.3286 0.9987 48.9904 11.8328 0.6478
ADF 61.9711 12.7602 0.8955 18.9373 0.9995 28.8189 6.7038 0.8916
Proposed 62.6920 13.3344 0.9121 19.6715 0.9996 26.4831 6.2487 0.9084

Figure 2. Fusion results of group1 images from the WorldView-2 data set: (a) MS input image, (b) PAN 
input image, (c) Reference image and (d)-(n) fused images.
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It is seen from Table 1 that the suggested technique gives best in class values in terms 
of CC, PSNR, SSIM, RMSE, ERGAS and Q indices. It is observed that the BT method 
outperforms in terms of SD and MF-HG methods in terms of AG. The reason may be 
that it directly gets the most original spectral content from the MS image with zero 
truncation error.

A visual comparison of the fusion result is shown in Figure 2. It is observed that the 
visual clarity of the output images in (e) is not good as compared to the other techniques. 
Moreover, the spectral information is insigni"cant in (e). On the other hand, the edges are 
more clearly visible in Figure (h), (j), (l), (m) and (n). The fused image obtained with the 

Table 2. Performance comparison for group2 images from the WorldView-2 data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q
IHS 70.2432 10.9272 0.8424 16.5120 0.9991 38.1024 10.3916 0.8374
BT 83.6887 9.6771 0.8248 11.9389 0.9974 64.5158 34.6725 0.6471
DWT 68.6583 11.0220 0.8742 17.6131 0.9993 33.5681 9.1256 0.8708
NSCT 68.9706 10.9593 0.8748 17.6000 0.9993 33.6180 9.1371 0.8710
SR 68.9703 11.0061 0.8423 16.6002 0.9991 37.7407 10.1288 0.8380
DWT-SR 68.5656 11.0363 0.8468 16.7328 0.9992 37.1730 9.8926 0.8438
PSQ-PS 71.6730 10.8184 0.7113 13.7283 0.9988 52.4963 13.5328 0.7046
MF-HG 74.3095 12.2163 0.7029 13.4082 0.9987 54.4668 13.9956 0.6914
NIHS 68.1856 8.7353 0.7398 14.4923 0.9991 48.0765 12.4248 0.7356
ADF 71.3982 9.8709 0.8863 17.7422 0.9993 33.0702 9.2423 0.8796
Proposed 68.4204 8.9104 0.9428 20.9363 0.9997 26.4966 6.4620 0.9396

Figure 3. Fusion results of group2 images from the WorldView-2 data set: (a) MS input image, (b) PAN 
input image, (c) Reference image and (d)-(n) fused images.
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Table 3. Performance comparison for group3 images from the WorldView-2 data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q
IHS 49.0694 14.0350 0.7956 16.0261 0.9990 40.2982 12.3366 0.7310
BT 45.3006 7.9086 0.6506 13.5305 0.9982 53.7226 85.8940 0.3491
DWT 50.1273 14.2050 0.8585 18.5719 0.9994 30.1015 10.6729 0.8230
NSCT 50.8479 14.1297 0.8701 18.7341 0.9995 29.5346 10.4821 0.8326
SR 49.0651 14.0354 0.7929 16.0078 0.9990 40.5203 12.3702 0.7271
DWT-SR 50.8866 14.1373 0.8579 18.5652 0.9994 30.1017 10.7941 0.8230
PSQ-PS 50.5424 11.5088 0.6407 15.9121 0.9994 40.8266 16.7691 0.6301
MF-HG 61.8218 21.1533 0.7972 16.3035 0.9991 39.0275 15.0744 0.7403
NIHS 48.6393 9.6334 0.5726 15.3719 0.9992 43.4458 17.5145 0.5647
ADF 51.1551 10.3656 0.5243 14.3381 0.9989 48.9369 17.5713 0.5031
Proposed 49.1815 11.8883 0.9018 20.2875 0.9996 24.6774 9.1697 0.8763

Table 4. Performance comparison for group1 images fromthe QuickBird data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q
IHS 40.8217 19.2845 0.5392 14.5382 0.9985 47.8272 9.4763 0.5240
BT 61.8211 17.6025 0.7035 10.4716 0.9961 76.3794 54.3992 0.4274
DWT 41.2172 19.7907 0.6595 16.6631 0.9991 37.4809 8.2091 0.6722
NSCT 41.3113 19.6859 0.7278 17.5148 0.9991 33.9910 7.4742 0.7205
SR 38.1460 18.7130 0.5346 14.7758 0.9986 46.7233 9.3396 0.5169
DWT-SR 40.7730 17.9048 0.6492 17.1941 0.9993 35.2598 8.4080 0.6474
PSQ-PS 45.2733 16.7167 0.6728 17.0161 0.9994 35.9532 8.5595 0.6705
MF-HG 41.6592 16.8123 0.6837 17.6446 0.9994 33.4435 8.4449 0.6835
NIHS 34.1539 12.0636 0.7298 18.8189 0.9996 29.2146 7.2377 0.7120
ADF 33.1352 12.8147 0.7090 17.9523 0.9992 32.2795 7.2283 0.6825
Proposed 38.7961 9.0120 0.7853 18.8196 0.9995 29.2119 6.5191 0.7777

Figure 4. Fusion results of group3 images from the WorldView-2 data set: (a) MS input image, (b) PAN 
input image, (c) reference image and (d)-(n) fused images.
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proposed procedure shows better spectral and spatial information as compared to the 
other techniques. Furthermore, the region-based approach in (n) outclasses the pixel- 
based approach in (m). The contrast is improved and the edges are "ner.

From Table 2, it is seen that the suggested technique gives best values in terms of CC, 
PSNR, SSIM, RMSE, ERGAS and Q indices. The MF-HG gives best value in terms of AG. The 
reason may be the preservation of more edge information of the HF components. The BT 
method shows high value in terms of SD.

It is seen from Figure 3(e) that the output image found using the BT technique 
produces spectral distortion. The visible clarity is not so good. Most of the images retain 
the edge information but lacks spectral content. The "gure (n) retains most of the spectral 
information and it looks visually more prominent as compared to the other methods. The 
retention of the PAN image conserves most of the detail information and the spectral 
information is conserved by the MS image.

Figure 5. Fusion results of group1 images from the QuickBird data set: (a) MS input image, (b) PAN 
input image, (c) reference image and (d)-(n) fused images.

Table 5. Performance comparison for group2 images from the QuickBird data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q
IHS 75.5290 20.5402 0.4837 10.5931 0.9975 75.3701 12.1750 0.4183
BT 93.3044 32.6907 0.6593 10.5834 0.9972 75.4169 19.4059 0.5146
DWT 64.7050 22.3902 0.6255 13.4735 0.9989 54.0848 9.7627 0.5869
NSCT 65.0379 22.2941 0.5847 13.0172 0.9990 56.9976 10.1847 0.5470
SR 70.4629 21.6175 0.5710 11.6196 0.9980 67.0249 10.9216 0.5096
DWT-SR 74.2990 21.4711 0.5380 11.2185 0.9971 70.2727 11.6103 0.4714
PSQ-PS 51.5608 16.9034 0.7320 16.9310 0.9994 36.3073 7.3885 0.7281
MF-HG 53.4754 20.4813 0.7860 17.6560 0.9992 33.3997 6.8578 0.7785
NIHS 46.5953 15.3429 0.8304 19.4649 0.9996 27.1206 5.6313 0.8304
ADF 48.0100 14.8781 0.8695 20.4266 0.9990 24.2784 4.9638 0.8690
Proposed 46.6570 14.8720 0.9225 22.8509 0.9991 18.3653 3.8198 0.9225
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The metrics CC, PSNR, SSIM, RMSE, ERGAS and Q have best values in the case of the 
proposed technique as shown in Table 3. However, the SD and AG values are best for the 
MF-HG method.

It is seen from Figure 4(e) that the output image obtained using the BT method 
looks blurred. Furthermore, the edges are also not clear. The output in (h) and (i) 
lacks the spectral information. Figure 4(j), (k) and (n) look visually more prominent. 
The output image found using the suggested technique retains most of the spectral 
infornation of the input images. Furthermore, it retains most edge information.

From Table 4, it is found that the CC, PSNR, RMSE, ERGAS and Q values are high for the 
proposed method as compared to the other methods. However, the SSIM value of the 
proposed method is close to the best in class value. In fact, the proposed method is 
the second contestant in the case of the SSIM value.

Figure 6. Fusion results of group2 images from the QuickBird data set: (a) MS input image, (b) PAN 
input image, (c) reference image and (d)-(n) fused images.

Table 6. Performance comparison for group1 images from the IKONOS data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q

IHS 57.1765 19.6420 0.5593 13.8491 0.9988 51.8888 8.9762 0.5515
BT 74.4610 21.3132 0.7194 12.6174 0.9982 59.8701 14.7415 0.6398
DWT 54.5365 19.1299 0.7084 15.9188 0.9994 40.9265 7.2528 0.7033
NSCT 53.9534 18.6471 0.7011 15.8647 0.9995 41.1545 7.2879 0.6967
SR 51.3681 16.6222 0.7432 16.6359 0.9996 37.9623 6.5526 0.7394
DWT-SR 54.6506 18.9394 0.6100 14.7149 0.9987 47.3977 8.3726 0.6042
PSQ-PS 55.8405 16.4490 0.7857 17.1698 0.9993 35.3405 6.2652 0.7798
MF-HG 58.0360 20.6530 0.7603 16.5103 0.9992 38.1587 6.9110 0.7510
NIHS 49.3971 14.3334 0.8192 18.6552 0.9995 29.7702 5.4295 0.8191
ADF 51.7233 14.8112 0.7148 16.4593 0.9993 38.3637 6.8696 0.7136
Proposed 52.6227 15.3086 0.8580 19.7602 0.9996 26.2137 4.8451 0.8561
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It is observed from Figure 5(e) that it produces high colour distortion as com-
pared to the other output images. By visually comparing the output images with 
the reference image, it is seen that most of the methods produce pan-sharpened 
images with some degree of blurriness as in Figure 5 (j) and (l). In this context, the 
output obtained using the proposed method is better than the other methods.

It is seen from Table 5 that the proposed technique outperforms other methods in 
terms of CC, PSNR, RMSE, ERGAS and Q values. The BT method shows high SD and 
AG values, whereas the NIHS method shows the best value in terms of SSIM. It is 
interesting to note that the proposed method is close to the best in class value.

From Figure 6(e), it is seen that the BT method generates the spectral distortions. The 
fused images Figure 6(d), (f), (g), (h) and (i) contain less colour information, whereas the 
fused images Figure 6(j), (k), (l), (m) and (n) preserve more spectral and spatial resolutions.

Figure 7. Fusion results of group1 images from the IKONOS data set: (a) MS input image, (b) PAN input 
image, (c) reference image and (d)-(n) fused images.

Table 7. Performance comparison for group2 images from the IKONOS data set.
Method SD AG CC PSNR SSIM RMSE ERGAS Q

IHS 29.1859 10.8485 0.4709 10.1262 0.9963 79.5847 13.3616 0.3733
BT 39.5533 10.0040 0.3925 10.3633 0.9965 77.3508 16.9379 0.1241
DWT 33.9254 12.3921 0.6142 14.5673 0.9989 47.6934 10.5309 0.5688
NSCT 32.8545 12.4359 0.5992 14.6790 0.9989 47.0829 10.4875 0.5550
SR 28.4986 10.6482 0.3597 11.2031 0.9970 70.2948 12.8661 0.2979
DWT-SR 38.4416 11.7791 0.4893 12.5605 0.9980 60.1988 12.1731 0.4388
PSQ-PS 35.4997 10.7722 0.7010 19.2375 0.9998 27.8402 9.0466 0.7006
MF-HG 33.0679 6.5930 0.6799 19.2180 0.9997 27.9040 9.4163 0.6766
NIHS 38.7031 11.4761 0.6229 17.8239 0.9998 32.7605 10.3677 0.6218
ADF 29.8549 9.9323 0.6994 14.7812 0.9988 46.5030 10.0841 0.6323
Proposed 31.8205 4.9963 0.7967 15.0607 0.9989 45.0304 9.6851 0.7272

INTERNATIONAL JOURNAL OF IMAGE AND DATA FUSION 17



From Table 6, it is found that the CC, PSNR, SSIM, RMSE, ERGAS and Q values 
obtained using the proposed technique that outperforms other methods. The BT 
method shows high value in terms of SD and the MF-HG method shows high value 
in terms of AG.

The colour of the fused image in Figure 7(e) is unnatural, which is produced by the BT 
method. The output images Figure 7(h) and (i) contain less spectral information. The river 
part is visible more prominent in Figure 7(n). Also, the fused image Figure 7(n) contains 
more spectral and spatial details.

It is observed from Table 7 that the proposed technique outperforms other methods in 
terms of CC and Q values. The SD value is high for the BT method. The NSCT method gives 
the best AG value. The PSQ-PS method gives best output in terms of PSNR, SSIM, RMSE 
and ERGAS. Nonetheless, the proposed method is close to the winners. A distinct feature 
about this case is that the proposed method gives the best value for CC and Q. The 
possible reason may be the region-based approach where the pixel correlation is taken 
into consideration. Furthermore, the AD approach retains the necessary information 
required for a better quality output, resulting in a higher Q.

From Figure 8, it is seen that the spectral as well as spatial information is degraded in 
Figure 8(e). Some colour distortion is seen in Figure 8(i) and (k). Figure 8(j) and (l) looks 
blurry. However, the fused image in Figure 8(n) retains most of the spectral and spatial 
contents as compared to the other methods.

From the outputs shown above, we can infer that the contrast of the fused image is 
high with more spectral distortion in the case of the BT-based fusion method. The reason 
may be that the colour transform is obtained by multiplicative action with the PAN 
components. In DWT-based methods, the max coe#cients of the low frequency and the 

Figure 8. Fusion results of group2 images from the IKONOS data set: (a) MS input image, (b) PAN input 
image, (c) reference image and (d)-(n) fused images.
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high frequency are fused, which is not able to retain all the spectral contents of the MS 
image. Similarly, due to the directional properties of NSCT, the spectral information from 
high-frequency components may not be preserved well in the fused image. The ‘choose- 
max’ rule may cause spatial inconsistency in the fused image in the SR-based method. In 
the case of the DWT-SR-based method, the high-frequency coe#cients are fused using 
the maximum selection fusion rule and only the sparse representation-based fusion rule is 
used for low-frequency components. The more spectral components are contained in 
high-frequency components. So less spectral information may be preserved in the fused 
image.

To further strengthen our claim, a recently proposed pan-sharpening method based on 
MS and PAN image fusion in Wang et al. 2021b is considered for comparison. The average 
fusion metrics RMSE, ERGAS and SSIM of two data sets i.e. Worldview-2 and Quickbird, are 
given. The values obtained for Worldview-2 are RMSE: 20.73, ERGAS: 15.5 and SSIM: 0.76. 
The values obtained for Quickbird are RMSE: 24.49, ERGAS: 17.48 and SSIM: 0.64. It is 
observed that most of the metrics obtained are better in the case of our proposed 
method.

The segmentation results of group1 image pairs from di!erent data sets is shown in 
Figure 9. The segmented detail layers for the ‘Y’ component of the MS image and the PAN 
image from WorldView-2 data set are shown in Figre 9(a), (b). Similarly, the segmented 

Figure 9. Segmentation results of group1 image pairs from different data sets: (a and b) detail layers 
for WorldView-2, (c and d) base layers for WorldView-2, (e and f) detail layers for QuickBird, (g and h) 
base layers for QuickBird, (i and j) detail layers for IKONOS and (k and l) base layers for IKONOS.
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base layers for the ‘Y’ component of the MS image and the PAN image from WorldView-2 
data set are shown in Figure 9(c) and (d). Similarly, the segmented results of the other two 
data sets are also shown. It is interesting to note that the base layers preserve the local 
spatial structure. The high-quality spectral contents of the fused image are provided by 

Figure 10. Fusion results of the proposed technique using different numbers of clusters (5, 7, 10 and 
12) for segmentation using group1 images from different data sets: (a-d) WorldView-2 data set, (e-h) 
QuickBird data set and (i-l) IKONOS data set.

Table 8. Performance metric showing the effect of the number of clusters in segmentation using 
group1 images.

Data set Clusters SD AG CC PSNR SSIM RMSE ERGAS Q

World 
View-2

5 57.9816 11.6794 0.8090 16.8468 0.9992 36.6608 8.6120 0.8073
7 58.8887 12.0929 0.8508 17.7705 0.9994 32.9620 7.6858 0.8486

10 62.6920 13.3344 0.9121 19.6715 0.9996 26.4831 6.2487 0.9084
12 60.3724 11.6502 0.8706 18.2683 0.9995 31.1262 7.2887 0.8682

QuickBird 5 36.9958 8.9000 0.7283 17.9889 0.9994 32.1442 7.1120 0.7174
7 37.8322 9.0893 0.7493 18.1884 0.9994 31.4139 6.9330 0.7397

10 38.7961 9.0120 0.7853 18.8196 0.9995 29.2119 6.5191 0.7777
12 39.2884 8.7354 0.5780 16.0121 0.9991 40.3596 8.7451 0.5708

IKONOS 5 51.5492 8.6046 0.8293 18.7092 0.9995 29.5874 5.4315 0.8275
7 51.3770 8.2494 0.8402 18.9669 0.9995 28.7226 5.1905 0.8383

10 52.6227 15.3086 0.8580 19.7602 0.9996 26.2137 4.8451 0.8561
12 51.2024 8.0699 0.8360 18.9170 0.9995 28.8882 5.3774 0.8344
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these structures. Furthermore, it can be seen from the "gure that the coarse details are 
provided by the base layers eliminating the texture. On the other hand, the detail layers 
retain the texture information and the "ner details.

The fusion results of the proposed method using group1 images from WorldView-2, 
QuickBird and IKONOS using di!erent clusters are shown in Figure 10. It is observed that 
the fused images obtained by segmenting the images into 10 clusters look visibly more 

Table 9. Performance metric showing comparison with the deep learning-based method.
Image Method SD AG CC PSNR SSIM RMSE ERGAS Q
Stockholm-WV-2 TACNN 63.0545 7.0713 0.9077 19.4147 0.9996 27.2872 2.7930 0.9290

Proposed 66.9697 7.8602 0.9159 19.5122 0.9996 26.9822 4.1893 0.9148
Adelaide-WV-3 TACNN 54.2805 5.6283 0.8455 18.5362 0.9996 30.1867 3.2560 0.9380

Proposed 59.9008 7.6574 0.9430 20.9781 0.9998 22.7847 3.3231 0.9372

Figure 11. Fusion results: (a-d) Stockholm-WV-2 image and (e-h) Adelaide-WV-3 image.

Table 10. Performance comparison for considering four directions and eight directions.
Data set Images Directions SD AG CC PSNR SSIM RMSE ERGAS Q
Worldview-2 Group1 4 61.8784 12.2795 0.9005 19.1443 0.9995 28.1403 6.5461 0.8968

8 62.6920 13.3344 0.9121 19.6715 0.9996 26.4831 6.2487 0.9084
Group2 4 71.4230 9.6384 0.8867 17.7541 0.9993 33.0248 9.2324 0.8800

8 68.4204 8.9104 0.9428 20.9363 0.9997 26.4966 6.4620 0.9396
Group3 4 49.1814 11.8681 0.9017 20.2868 0.9996 24.6776 9.1698 0.8762

8 49.1815 11.8883 0.9018 20.2875 0.9996 24.6774 9.1697 0.8763
Quickbird Group1 4 43.4525 10.7681 0.8345 15.7644 0.9990 41.5259 7.2965 0.7886

8 38.7961 9.0120 0.7853 18.8196 0.9995 29.2119 6.5191 0.7777
Group2 4 37.6012 8.8452 0.7062 17.2251 0.9993 35.0986 7.6046 0.6916

8 46.6570 14.8720 0.9225 22.8509 0.9991 18.3653 3.8198 0.9225
IKONOS Group1 4 53.0719 9.2455 0.8631 19.2897 0.9996 27.6748 4.9426 0.8598

8 52.6227 15.3086 0.8580 19.7602 0.9996 26.2137 4.8451 0.8561
Group2 4 30.2548 4.8433 0.7225 14.4326 0.9987 48.4074 10.2733 0.6474

8 31.8205 4.9963 0.7967 15.0607 0.9989 45.0304 9.6851 0.7272
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clear and retain more spectral information as compared to the fused images obtained by 
segmenting the images into 5,7 and 12 clusters. This shows that the accuracy in segmen-
tation in$uences the fusion results.

It is seen from Table 8 that almost all performance metrics obtained with 10 clusters 
provide best values. Based on these observations, we have selected ten clusters for 
segmentation of the source images.

A comparison of the proposed method with a deep learning approach is presented in 
Table 9. The visual results are shown in Figure 11. It is observed from the "gure that the 
proposed method gave better result with the Stockholm-WV-2 image. However, the 
output with the Adelaide-WV-3 image is identical.

It is to note that the results presented above are based on considering eight directions 
for computing the conduction coe#cients in equation (3) and (4). A comparison with 
results obtained by considering four directions for all the test images is shown in Table 10.

It is seen from Table 10 that most of the metric values obtained using eight directions 
are better than those obtained using four directions. Furthermore, the diagonal edge 
information is also preserved using eight directions. As a result, the fused image retains 
more spatial information and spectral content.

5. Conclusion

Application of the region-based technique for the fusion of remote sensing images is 
limited. In this sense, our suggested method shows a new research direction to the 
researchers working in this area. Unlike earlier studies, which are either based on YCbCr 
colour space or IHS colour space or directly on RGB colour space, this study is based on 
a combination of YCbCr colour space and AD process. The aim is to preserve the spectral 
contents together with the spatial resolution. The AD "lter could also retain the edge 
information as it is a class of edge-preserving "lters. The chromaticity loss is less because 
the fusion is carried out only on the ‘Y’ component of the MS image along with the PAN 
image. Moreover, the Cr and Cb components remain unchanged that preserve the colour 
information, which is desirable. A limitation of the proposed technique is the selection of 
an appropriate segmentation technique to "nd the regions. The AD "lter technique has 
good smoothing performance; however, the traditional di!usion "ltering technique blurs 
the edges and details. To improve the fusion performance by reducing the hazy edges, 
some di!usion weighting coe#cients can be used. It is believed that the suggested 
method may provide a pleasing MS image with high spatial and spectral resolution. The 
idea may be extended for fusion of biomedical images for smart healthcare services.
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