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Abstract—The fuzzy C-means (FCM) clustering procedure is
an unsupervised form of grouping the homogenous pixels of
an image in the feature space into clusters. A brain magnetic
resonance (MR) image is affected by noise and intensity inhomo-
geneity (IIH) during the acquisition process. FCM has been used
in MR brain tissue segmentation. However, it does not consider
the neighboring pixels for computing the membership values,
thereby misclassifying the noisy pixels. The inaccurate cluster
centers obtained in FCM do not address the problem of IIH.
A fixed value of the fuzzifier (m) used in FCM brings uncer-
tainty in controlling the fuzziness of the extracted clusters. To
resolve these issues, we suggest a novel type-2 adaptive weighted
spatial FCM (AWSFCM) clustering algorithm for MR brain tis-
sue segmentation. The idea of type-2 FCM applied to the problem
on hand is new and is reported in this article. The application of
the proposed technique to the problem of MR brain tissue seg-
mentation replaces the fixed fuzzifier value with a fuzzy linguistic
fuzzifier value (M). The introduction of the spatial information
in the membership function reduces the misclassification of noisy
pixels. Furthermore, the incorporation of adaptive weights into
the cluster center update function improves the accuracy of the
final cluster centers, thereby reducing the effect of IIH. The
suggested algorithm is evaluated using T1-w, T2-w, and proton
density (PD) brain MR image slices. The performance is justified
in terms of qualitative and quantitative measures followed by sta-
tistical analysis. The outcomes demonstrate the superiority and
robustness of the algorithm in comparison to the state-of-the-art
methods. This article is useful for the cybernetics application.

Index Terms—Adaptive weighted spatial FCM (AWSFCM),
brain tissue segmentation, fuzzy C-means (FCM), MRI.

I. INTRODUCTION

THE ARTIFACTS in the neurological structure of the brain
are the main challenging factor in the process of brain tis-

sue segmentation. It is a procedure for obtaining the vital brain
tissues, such as gray matter (GM), white matter (WM), and
cerebrospinal fluid (CSF). Magnetic resonance (MR) imaging
provides accurate information, such as 3-D information, high
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signal-to-noise ratio, excellent discrimination of soft tissues,
and scientific information about the human brain anatomical
structure for disease diagnosis. Therefore, it is the preferred
modality for the diagnosis of the human brain.

However, it suffers from some considerable problems, such
as noise and intensity inhomogeneity (IIH), out of which IIH is
the most challenging obstacle. Numerous techniques are sug-
gested to automate the brain tissue segmentation method, such
as manual, intensity based, atlas based, and clustering [1]–[17].

Clustering is an unsupervised method that classifies the
homogeneous data points in the feature space into clusters.
Fuzzy C-means (FCM) clustering is considered as a stan-
dard soft clustering method for MR brain tissue segmentation.
Several approaches are suggested to enhance the performance
of the traditional FCM clustering procedure and to automate
the tissue segmentation process. Ahmed et al. [18] suggested
a modified FCM clustering procedure for estimation of the bias
field. They proposed the segmentation of MRI data and inten-
sity nonuniformity (INU) estimation using the modified fitness
function of the standard FCM clustering algorithm. However,
the method is restricted to single feature input. The authors
suggested some more clinical evaluation and localized mea-
surements. Their method is time consuming as the sum has to
be computed for every pixel in each iteration.

Mohamed [19] suggested a modified FCM fitness func-
tion for segmentation of brain images. Their method follows
the Markov random field (MRF) and filters the image while
clustering for improving noise sensitivity. However, the noise
performance is very limited as it does not incorporate the
spatial information. The procedure is also limited in its appli-
cation to a single-channel MRI scan or CT scan images
only. Liew and Yan [20] presented an adaptive fuzzy cluster-
ing algorithm for 3-D MR image segmentation. Their process
uses a dissimilarity index that accounts for the spatial continu-
ity constraints for decreasing the effect of noise. However, the
technique shows degraded performance for the segmentation
of the CSF region.

It is to be noted that these methods do not include neigh-
borhood information into the computation of the membership
matrix and the cluster centers. The neighboring pixels con-
vey approximately identical information of the content of an
image. This spatial correlation of the neighboring pixels is
essential in decreasing the impact of noise in a brain MR
image.

Chuang et al. [21] suggested a spatial FCM clustering
for image segmentation. They assimilated the neighborhood
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information in the membership function. However, the algo-
rithm is sensitive to a randomly defined membership matrix,
which increases the computational complexity of the algo-
rithm. Ji et al. [22] suggested a robust spatial-constrained FCM
for the segmentation of brain MR images. The impact of the
noisy pixels is overcome by constructing a spatial factor esti-
mated from the posterior and prior probabilities and taking the
spatial direction into consideration. This spatial factor plays
the role of linear filters for smoothing the corrupted brain
MR image. The IIH is taken care by combining the bias field
model with the fuzzy fitness function. However, because of the
nonconvex nature of the fitness function, the algorithm may
be trapped in the local optima. Guo et al. [23] presented an
adaptive FCM (AFCM) scheme using the noise detection for
image segmentation. The technique uses two filtering methods
for denoising and maintaining the details of the MR image.
The parameters of the filters are computed using the variance
of the intensity levels in each neighborhood. However, the
authors used the standard FCM and did not indicate the effect
of a constant fuzzifier value in determining accurate cluster
centers.

Verma et al. [24] suggested an improved intuitionistic
FCM (IIFCM) clustering technique using the advantage of
intuitionistic fuzzy set theory. The intuitionistic fuzzy factor
considering the similarity measure is incorporated in the mem-
bership function of the IIFCM procedure. This reduces the
effect of noise and also estimates the boundaries of the tissue
regions in the brain MR image. However, the authors have
not considered the effect of a fixed fuzzifier value in find-
ing accurate cluster centers. Adhikari et al. [25] suggested
a conditional spatial FCM (csFCM) clustering technique. The
algorithm incorporates an auxiliary variable into the mem-
bership function. This makes the technique more sensitive
to the acquisition noise and the inhomogeneity in the tis-
sue regions. Lei et al. [26] suggested the fast and robust
FCM (FRFCM) by including the spatial information in its fit-
ness function. This is to improve the computational efficiency
and the robustness of the conventional FCM. Zhang et al. [27]
suggested the deviation-sparse-based FCM with neighbor
information (DSFCM_N) to estimate the spatial correlation in
the neighborhood. However, the discussed approaches do not
define any solution toward noise incurred due to the equidistant
pixels and the uncertainty in the precise value of the param-
eters associated with fuzzy clustering. The dynamic range of
input images for tissue segmentation has a high range of varia-
tion as it contains images from various modalities and various
intensity of noise and IIH.

Assigning a fixed value to the fuzzifier (m) is not suitable for
brain tissue segmentation. Hwang and Rhee [28] suggested
the interval type-2 FCM (IT2FCM) clustering algorithm that
derives the interval values of the fuzzifier (mL, mR) making
the membership value more suitable. Here, the uncertainty
of the fuzzifier is addressed but not resolved. Therefore, it
is required to find suitable values of the fuzzifier called the
linguistic fuzzifier (M). A general type-2 (GT2) approach to
FCM clustering is a suitable model to define the uncertainty
in the precise value of the fuzzifier [29]. As far as our knowl-
edge is concerned, none of the techniques investigated the

type-2 FCM technique for brain tissue segmentation. This has
inspired us to investigate the type-2 adaptive weighted spatial
FCM (AWSFCM) clustering approach for the above problem.
The GT2 FCM clustering procedure suggested by Linda and
Manic [29] is a generalized technique to deal with various
uncertain data points. The GT2 FCM clustering algorithm uses
individual fuzzy sets with the secondary membership values.

In this article, we suggest a new scheme for MR brain tissue
segmentation by using the type-2 FCM clustering algorithm
with adaptive weights and spatial information. An optimized
type-2 membership function is used to reduce the uncertainty
in fuzzy clustering and the constraints. The membership val-
ues are calculated easily. An explicit formula for the partition
membership matrix is introduced. The computation of the
type-2 membership function using the fuzzy value of the
linguistic fuzzifier (M) enhances the uncertainty modeling
capability. The conversion from type-1 to type-2 clustering
is clearly illustrated.

Usually, the spatial correlation is obtained by using an
average filter approach prior to the clustering procedure.
However, this approach is suitable for low noise and sin-
gle feature input applications only. Therefore, we pro-
pose a Gaussian filter for the estimation of the spatial
information. Krishnapuram and Keller [30] pointed out that
if a data point is at an equal distance from multiple clus-
ter centers, then its membership value will be equal for each
cluster. These points are considered as the noise points and
are assigned zero or a very low membership value. Our
model includes an adaptive weight factor for the calcula-
tion of the new cluster centers and allocates larger weights
to the pixels close to the expected decision boundary. We
experimented with simulated brain MR images from the
BrainWeb database [31] and real brain MR image from the
Internet brain segmentation repository (IBSR) database [32].
The results obtained are compared with our implementations
of the FCM [21], adaptive FCM (AFCM) [23], IIFCM [24],
csFCM [25], FRFCM [26], DSFCM_N [27], IT2FCM [28],
and GT2FCM [29] clustering procedures.

The remainder of this article is structured as follows.
Section II explains the related works in fuzzy clustering.
The suggested methodology is explained in Section III. The
results and validations are discussed in Section IV. Finally, the
concluding notes are provided in Section V.

II. RELATED WORK

The suggested method is compared with FCM, AFCM,
IIFCM, csFCM, FRFCM, DSFCM_N, IT2FCM, and
GT2FCM clustering algorithms. This section briefly explains
the above-mentioned algorithms.

A. Type-1 Fuzzy C-Means

Fuzzy clustering is a practice to allocate a data point into
a multiple number of clusters with a membership value. FCM
is one of the standard fuzzy clustering procedures. For an
image X = {x1, x2, . . . , xN} with N number of pixels to be
segmented into c number of clusters, the standard type-1 FCM
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uses the following fitness function for clustering [17], [21]:

JFCM =
N∑

j=1

c∑

i=1

um
ij d2

ij (1)

where uij is the membership value of a pixel xj in the ith cluster
with a cluster center yi. The scalar exponent m known as the
fuzzifier is any real number (> 1), ‖ · ‖ is the norm metric.
The Euclidean distance dij = (xj − yi) is computed between
the pixel value and cluster centers. The membership values uij
are calculated and updated as follows [21]:

uij = 1

/
c∑

k=1

(
dij

dkj

)2/(m−1)

. (2)

The membership values must satisfy the following
criterion [21]:

{
uij ∈ [0, 1]

}
∣∣∣∣∣

c∑

i=1

uij = 1 ∀j and 0 <

N∑

k=1

uik < N∀i. (3)

Initially, the cluster centers are randomly selected and then
updated with each iteration as follows [21]:

yi =
N∑

j=1

um
ij xj

/
N∑

j=1

um
ij . (4)

The algorithm is experimented with m = 2 and c = 3.
This technique is successfully implemented for feature anal-
ysis, clustering, brain tissue segmentation, medical image
processing, and target recognition.

B. AFCM

This approach is an improvement over the type-1 FCM. It
incorporates neighboring gray-level variance in the fitness
function represented by the following equation to denoise and
maintain the resolution of the image. The fitness function of
the model is developed using the probability of occurrence of
local noise and is expressed as [23]

JAFCM =
N∑

j=1

c∑

i=1

um
ij

∥∥ [(1 − γj
)
ξj + γjxj

]
− yi

∥∥ (5)

where xj is the mean of neighbors of the data point xj. ξj is
the weighted mean to compute the gray-level variance of the
neighboring pixels. The probability γj of a pixel j being a noise
point is computed as

γj = 1 −




∑

i∈Nj

exp

(
−
∥∥xi − xj

∥∥2

λγ maxl∈Nj

∥∥xl − xj
∥∥2

)/

NR



. (6)

where λγ is a scaling parameter. Nj and NR are the corre-
sponding neighboring window and number of pixels in it.

The membership value and the cluster center are updated as

uij =
∥∥[(1 − γj

)
ξj + γjxj

]
− yi

∥∥−2/(m−1)

∑c
i=1

∥∥((1 − γj
)
ξj + γjxj

)
− yi

∥∥−2/(m−1)
(7)

yi =
N∑

j=1

um
ij
[(

1 − γj
)
ξj + γjxj

]
/

N∑

j=1

um
ij . (8)

The algorithm is tested with the parameters as m = 2 and
c = 3, and the neighboring window size w = 5 × 5.

C. IIFCM

This is a variant of the type-1 FCM to resolve the dif-
ficulties due to the ambiguous boundary between the tissue
regions [24]. In this article, the local spatial information is
incorporated using an intuitionistic fuzzy factor. The intuition-
istic fuzzy factor Hij is expressed as follows:

Hij = 1
NR

∑

j∈k

1
dkj + 1

[(
1 − uij

)m +
(
Sij
)m]

for 1 ≤ i ≤ c, 1 ≤ j ≤ N (9)

where NR is the number of neighboring pixels, uij is the mem-
bership value, and Sij is the spatial membership value. The
term dkj is the Euclidian distance between the spatial coordi-
nates as in [24]. The membership function is expressed as

uij = 1

/
c∑

n=1

(
d2

ijHij

d2
njHnj

)1/(m−1)

, 1 ≤ i ≤ c, 1 ≤ j ≤ N

(10)

where dij is the Euclidian distance between the pixel and the
cluster centers. The centroid of the clusters can be computed
using the following expression:

yi = min(µ(yi), v(yi),π(yi)) (11)

where µ(yi), v(yi), and π(yi) are the partial derivatives of the
Lagrange function of the clusters. The algorithm is tested by
using the parameters, m = 2 and c = 3, and the size of
neighboring window w = 3×3. The performance of the model
is limited, as this algorithm does not incorporate the local
spatial information into its membership value. It is to be noted
that the fitness function of IIFCM is the same as that of FCM.

D. csFCM

This procedure incorporates an auxiliary conditional vari-
able conforming to each data point [25]. It includes the local
spatial information in the membership matrix. The spatial
membership value is expressed as follows:

uij = fij

/(
∥∥xj − yi

∥∥2/(m−1)

/
c∑

k=1

∥∥xj − yk
∥∥2/(m−1)

)

(12)

where fij is the auxiliary conditional variable. It expresses the
contribution of a data point xj in the ith cluster and repre-
sented as fij = ∑

j∈N(xj)
µij/NR. Here, µij is the membership

value of the data point xj for the ith cluster and expressed
as µij = 1/(‖xj − yi‖2/(m−1)/

∑c
k=1 ‖xj − yk‖2/(m−1)). Note

that NR denotes the total number of pixels in the neighbor-
ing window. The spatial membership value is computed as
follows:

Zij =
(
µij
)p(uij

)q
/

c∑

k=1

(
µkj
)p(ukj

)q (13)
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where p and q are the variables defining the relative signifi-
cance of the membership values. The center of the cluster is
determined as

yi =
N∑

j=1

zm
ij xj

/
N∑

j=1

zm
ij . (14)

The spatial function incorporated in the membership matrix
improves the robustness of the clustering procedure. The algo-
rithm is experimented with the parameters, m = 2, c =
3, and w = 3 × 3, and the controlling parameters p = 2 and
q = 2. However, the performance is limited to a user-defined
value of the fuzzifier (m).

E. FRFCM

In FRFCM [26], a faster membership filtering is introduced
in place of the distance vector (between the pixel values and
cluster centers). The objective function is minimized using the
Lagrange function for the data point (xj = RC(x)) and its mem-
bership value (uij), where RC(x) is the morphological closing
reconstruction of original image (x). The objective function is
expressed as [26]

JFRFCM =
N∑

j=1

c∑

i=1

γjum
ij

∥∥xj − yi
∥∥− λ

(
c∑

i=1

uij − 1

)

(15)

where 1 ≤ j ≤ N, N is the number of pixels in the image.
The Lagrange multiplier (λ) is used to find the saddle point
of the Lagrange function. Here, γj is a relative constant,∑N

j=1 γj ≤ N. Furthermore, the membership values and cluster
centers are updated as follows:

uij =
∥∥xj − yi

∥∥−2/(m−1)

/
c∑

r=1

∥∥xj − yr
∥∥−2/(m−1) (16)

yi =
N∑

j=1

γjum
ij xj

/
N∑

j=1

γjum
ij . (17)

The technique uses local and spatial information for improving
the segmentation results. Furthermore, the information preser-
vation and denoising performance is improved by employing
morphological operations. The technique is experimented by
using the fuzzifier (m = 2), the cluster prototype value (c),
and the size of neighboring window w = 3 × 3.

F. DSFCM_N

The method introduced deviation and sparsity among the
estimated value and actual values in a conventional FCM. By
imposing the deviation and sparsity into FCM clustering, the
objective function is expressed as [27]

JDSFCM_N =
c∑

i=1

N∑

j=1

um
ij




∑

k∈Nj

1
1 + dkj

‖xk − ek − yi‖2
2





+
l∑

t=1

λt
∑

k∈Nj

∑N
j=1

∥∥ejt
∥∥

1 + dkj

p

(18)

where p > 0 and k is the neighbor of pixel j in the local win-
dow Nj. The Euclidean distance dkj = ‖xj −xk‖. ek is the devi-
ation vector of the neighbor pixels. λ = (λ1, λ2, . . . , λl)

T is
a regulating vector of length l. The neighboring information is
included as

∑
k∈Nj

‖xk − ek − yi‖2
2/(1 + dkj). Applying devia-

tions, the membership values (uij) and cluster centers (yi) are
updated as follows:

uij =




c∑

r=1




∑

k∈Nj

1
1 + dkj

‖xk − ek − yi‖2

/

∑

k∈Nj

1
1 + dkj

‖xk − ek − yr‖2





1/m − 1




−1

(19)

and

yi =




N∑

j=1

um
ij

∑

k∈Nj

1
1 + dkj

(xk − ek)




/

∑

k∈Nj

1
1 + dkj

N∑

j=1

um
ij .

(20)

The sparsity and deviation factors incorporated into the
method improve the accuracy of cluster center estimation.
This technique is tested on real MR images, by using the
parameters, m = 2, c = 3, and w = 3 × 3.

G. IT2FCM

In IT2FCM [28], the numeral value of the interval fuzzifier
[mL, mR] is computed in a possible linguistic interval rather
than a specific value. Using the interval fuzzifier, the interval
membership values are updated as

ui
(
xj
)

= min



1

/
c∑

k=1

( ∥∥xj − yi
∥∥

∥∥xj − yk
∥∥

) 2
(mL−1)

1

/
c∑

k=1

( ∥∥xj − yi
∥∥

∥∥xj − yk
∥∥

) 2
(mR−1)



 (21)

ui
(
xj
)

= max



1

/
c∑

k=1

( ∥∥xj − yi
∥∥

∥∥xj − yk
∥∥

) 2
(mL−1)

1

/
c∑

k=1

( ∥∥xj − yi
∥∥

∥∥xj − yk
∥∥

) 2
(mR−1)



. (22)

The cluster positions are updated as

[
yL

i , yR
i
]

=
∑

u(x1)∈Jx1

. . .
∑

u(x1)∈JxN

(

1

/∑N
j=1 xjuij

(
xj
)m

∑N
j=1 uij(xj)m

)

. (23)

The position of each cluster can be obtained by defuzzifying
the interval centroid values

yi =
(
yL

i + yR
i
)/

2. (24)

The algorithm is tested by using the interval fuzzifier in the
range mL = 1.5 and mR = 4.
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H. GT2FCM

This algorithm is designed to construct a secondary mem-
bership matrix Ũ using a fuzzy linguistic fuzzifier (M). This is
to resolve the associated uncertainty in selection of the fuzzi-
fier parameter (m) in FCM [29]. Using α-cut representation,
the parameter M is expressed as

M =
⋃

α∈[0,1]

α
/

SM(α) where SM(α) =
[
sL

M(α), sR
M(α)

]
. (25)

Here,
⋃

represents the union operation. The degree of belong-
ingness of a pixel (xj) in a cluster (yi) is presented using the
secondary membership matrix as

[
ũL

i (xj), ũR
i (xj)

]
=

⋃

α∈[0,1]

α
/[

SL
ũi

(
xj|α

)
, SR

ũi

(
xj|α

)]
(26)

where [SL
ũi
(xj|α), SR

ũi
(xj|α)] are the boundary conditions in the

range of the interval linguistic fuzzifier [sL
M(α), sR

M(α)].
The position of the centroids is obtained based on Liu’s

α-plane theorem as

Cũi =
⋃

α∈[0,1]

α
/[

cL
ũi
(α), cR

ũi
(α)
]
. (27)

The value of the cluster center (yi) depends on the interval
centroid [cL

ũi
(α), cR

ũi
(α)] and computed as follows:

yi =
K∑

i=1

ziCũi(zi)

/
K∑

i=1

Cũi(zi) (28)

where K is the discretization step number and zi is the location
vector of the discretized steps [29]. The algorithm is exper-
imented with c = 3 and K = 10 for linguistic terms of
fuzzifier.

III. PROPOSED METHODOLOGY

A. Type-2 AWSFCM Clustering

The suggested scheme is a novel extension of the GT2FCM
clustering procedure. The uncertain value of the fuzzi-
fier (m) has a significant influence in determining the position
and the accuracy of the cluster partition (for high-range vari-
ation input data points). In this article, the difficulty due to
the uncertain value of the fuzzifier is overcome using the lin-
guistic terms as in the GT2FCM algorithm. The uncertainty
in the input data points is converted to uncertain fuzzy parti-
tions of the extracted clusters using the α-plane representation
[33], [34]. Here, this approach is suggested for MR brain
tissue segmentation. A schematic outline of the suggested
technique is displayed in Fig. 1.

The algorithm is initiated using a user-defined interval fuzzi-
fier range. These values are also called left and right fuzzifier
values. The value of the linguistic fuzzifier (M) is determined
in the given linguistic interval [sL

M(α), sR
M(α)] using (25).

This linguistic interval is used to determine the left and right
type-1 membership values of the data points as

uL
ij = 1

/
c∑

k=1

( ∥∥xj − yi
∥∥

∥∥xj − yk
∥∥

) 2
(sL

M (α)−1)

Fig. 1. Schematic outline of the AWSFCM scheme.

uR
ij = 1

/
c∑

k=1

( ∥∥xj − yi
∥∥

∥∥xj − yk
∥∥

) 2
(sR

M (α)−1)

. (29)

The spatial functions (hL
ij, hR

ij) are computed using the above
membership values to represent the spatial information

hL
ij =

∑

k∈NB(xj)

uL
ik, hR

ij =
∑

k∈NB(xj)

uR
ik (30)

where the adaptive Gaussian filter is represented by the win-
dow centered on the pixel xj. NB(xj) represents the neighbor
membership of the pixel xj, for incorporating the spatial
information [21]. The Gaussian filter is adaptive in the sense
that the order of the filter decreases with the convergence
of the algorithm. In a similar way to the membership func-
tion, the spatial functions (hL

ij, hR
ij) represent the probability of

pixel xj in cluster yi. This spatial function is included in the
type-1 membership matrix to form new partition membership
matrices (u

′L
ij , u

′R
ij ) as

u
′L
ij = uLp

ij hLq
ij

/
c∑

k=1

uLp
kj hLq

kj , u
′R
ij = uRp

ij hRq
ij

/
c∑

k=1

uRp
kj hRq

kj .

(31)

Here, p and q are the parameters to manage the relative sig-
nificance of both the terms. The values of p and q are taken
as 2 [25].

The partition membership matrices are used to express the
type-2 membership matrices (aL

i (xj), aR
i (xj)). This is obtained

using the given interval fuzzifier values [sL
M(α), sR

M(α)]. In
the α-plane representation, the boundary points for the type-
2 membership matrices are computed as

aR
i
(
xj|α

)
= max

(
u

′L
ij , u

′R
ij

)
, aL

i
(
xj|α

)
= min

(
u

′L
ij , u

′R
ij

)
. (32)

The new type-2 membership values are expressed as

ai(xj) =
⋃

α∈[0,1]

α
/[

aL
i (xj|α ), aR

i (xj|α )
]
. (33)

The type-2 membership function (ai) of a pixel xj in a cluster
yi is now expressed as

ai =
∑

xj∈X

ai(xj). (34)
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Fig. 2. Block diagram for the type-2 AWSFCM clustering approach for MR
brain tissue segmentation.

Initially, the cluster centers are randomly selected as prac-
ticed in the standard FCM. They are updated as

yi =
N∑

j=1

wij
(
ai(xj)

)Mxj

/
N∑

j=1

wij
(
ai(xj)

)M (35)

where wij = ‖xj − yi‖ represents the adaptive weights com-
puted using the Euclidean distance between the data point xj
and the updated cluster center yi. The concept of adaptive
weights assigns the equidistant pixels to a single cluster by
considering the distance of the pixel nearer to the expected
decision boundary. A type-2 approach using the linguistic
fuzzifier (M) in the given linguistic interval [sL

M(α), sR
M(α)]

for calculating the membership values and the cluster cen-
ters is found to be more accurate. Furthermore, this locates
the cluster centers in more accurate locations than that of the
standard FCM in the presence of noise and IIH.

The suggested AWSFCM approach may converge to some
local minima. This is avoided by comparing the variations
in the fitness function in succeeding iterative stages. The
iteration ends when the minimum improvement between suc-
cessive fitness function values is less than a predetermined
error threshold. Defuzzification is used to allocate each pixel
to a specific cluster as per its maximal membership value. The
algorithm includes a new fitness function for clustering with
adaptive weighted and spatial information of the neighboring
pixels. The suggested fitness function JAWSFCM is given as

JAWSFCM =
N∑

j=1

c∑

i=1

(
ai(xj)

)M∥∥xj − yi
∥∥2

. (36)

B. Flow Diagram

The flow diagram of the suggested model is presented in
Fig. 2. Brain MR image reading, tissue region extraction or
skull stripping, clustering using the algorithm, defuzzification
and feature extraction, and performance evaluation are the
main building blocks of the model. The selected volume of
brain MR images is read from the BrainWeb/IBSR database
for analysis.

The brain MR image contains the brain tissues and the non-
brain tissue regions as well. The nonbrain tissue regions are
the skull bone, fat, etc. Therefore, in the tissue region segmen-
tation stage, the brain-only portion is extracted after removing
the nonbrain tissue regions. Now, the remaining tissue region

(a) (b)

Fig. 3. T1-w image. (a) Brain image. (b) Skull-striped brain-only image.

contains three major brain tissues, GM, WM, and CSF only.
Fig. 3 shows the T1-w brain MR image and the brain-only
region after removing the nonbrain tissue regions.

This process of removal of the skull bone and fat region
is performed using the regional labeling and morphological
operations as discussed in [35]. The next block is the clus-
tering approach using the type-2 AWSFCM algorithm. As
there are mainly three types of brain tissues present in the
brain-only portion, the number of clusters is chosen three.
Initially, the value for the fuzzifier is initialized in a lin-
guistic interval. Using these interval linguistic values of the
fuzzifier, the fuzzy value of the linguistic fuzzifier (M) is
computed using (25). Furthermore, the cluster centers are ran-
domly declared. The type-2 membership values are updated
using (33), the cluster centers are updated using (35), and
the fitness function is calculated using (36). It is optimized
using the iterative conditional mode optimization algorithm.
This approach assigns the equidistant pixels to a single cluster
by assigning larger weights to the pixels close to the expected
decision boundary. The adaptive spatial information derived
from the neighborhood pixels enhances the noise performance
of the proposed model.

The value of minimum improvement in the fitness func-
tion is taken as the stopping criterion. However, researchers
can also consider the maximum number of iterations as an
alternative criterion. At this stage, the given brain MR image
is partitioned into three clusters. Each pixel is having three
membership values. The principle of defuzzification is applied
to obtain the tissue segments from the membership matrix.
A pixel is assigned to a cluster where it is having the highest
membership value. The pseudocode of the type-2 AWSFCM
algorithm is given as follows.

C. Pseudocode of the Suggested Technique
Read the brain MR image.
Initialize number of clusters (c = 3), specify the value

of the fuzzifier [ SL
m = 1 SR

m = 4], assume maximum num-
ber of iterations (l = 100), assume error thresholds (e1 =
0.001, e2 = 0.01), p = 2, q = 2.

1) Abstract the brain portion stripping the skull portion.
2) Initialize the cluster centers randomly.
3) Initialize the linguistic interval values.
4) Calculate the linguistic fuzzifiers (M) using (25).
5) Calculate the partition membership value using (31).

For iteration i = 1, . . . , l do
a) Calculate the type-2 membership value using (33)
b) Update the cluster centers using (35)
c) Calculate the fitness function using (36)
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d) If minimum improvement is less than the error
threshold e1, then break the loop. endIf

e) If minimum improvement is less than the error
threshold e2, reduce the order of the filter. endIf
endFor

6) Defuzzification of each cluster to obtain the tissue
regions.

7) Extraction of the segmented brain tissue regions.

IV. RESULTS AND VALIDATIONS

The suggested type-2 AWSFCM algorithm is experimented
with two sets of brain MR images. The first set contains
eight volumes with 51 images each of the simulated brain
MR images obtained from the BrainWeb [31] database. The
second set contains one volume with 21 images of real brain
MR image obtained from the IBSR [32] database. We simu-
lated the model using MATLAB with core i-5 processor, 4-GB
RAM. The effectiveness of the suggested method is com-
pared with the standard FCM [21], AFCM [23], IIFCM [24],
csFCM [25], FRFCM [26], DSFCM_N [27], IT2FCM [28],
and GT2FCM [29] clustering algorithms. The performance of
the model is validated using qualitative and quantitative anal-
ysis. The statistical analysis is also carried out to compare the
results. A deeper insight into the analysis of results is provided
in the following sections.

A. Simulated Brain MR Images

The ground truth for real brain MR images is usually not
available, therefore it is not possible to assess the segmentation
performance quantitatively. The simulated brain database [31]
provides the discrete anatomical models for the tissue regions
(GM, WM, and CSF). The discrete anatomical models of tis-
sue regions with 0% noise and 0% IIH are considered as
the reference image for the quantitative evaluation procedure.
Here, the noise in the background of the simulated image fol-
lows the Rayleigh distribution and the signal region follows
the Rician distribution. The percentage of noise indicates the
deviation of intensity levels of the tissue regions from its actual
values due to the white Gaussian noise. For instance, 5% of
noise indicate the deviation of the tissue intensities by ±5 from
its actual values. From the literature, the maximum value of
noise is found to be 9%, beyond which the quality of the image
degrades up to mark. Similarly, a 20% level of IIH indicates
an inhomogeneity in the range [0.90, 1.10] over the brain area.
For other IIH levels, the field is linearly scaled (for instance,
to a range [0.80, 1.20] for 40% level).

The evaluation of the model is accomplished with three vol-
umes of T1-w, three volumes of T2-w, and three volumes of
proton density (PD) brain MR images with different percent-
age of noise and IIH (for 1-mm slice thickness). Here, T1-w,
T2-w, and PD brain MR images are the different modalities
of the MR imaging technique with customizing the repetition
and echo pulse sequences. The T1-w is generated from the
RF-spoiled gradient recalled echo. In this modality, the CSF
appears dark and GM appears darker than WM. The T2-w is
the dual-echo spin-echo scan with late echo. In this modal-
ity, the CSF appears bright and GM appears brighter than

WM. The PD is the dual-echo spin scan with early echo. The
tissue region intensity distribution of the PD image is simi-
lar to the T2-w. However, the image in this modality appears
brighter.

A typical volume of brain MR image contains 217 slices. It
is observed that the distinguishable tissue regions are mostly
found in the near middle slices of the volume. These slices
are clinically normal and contain distinguishable portions of
all the three tissue regions. So, a sample of 51 slices (slice
no. 50–100) are selected for the evaluation procedure. The
MR brain tissue segmentation is performed using the stan-
dard FCM, AFCM, IIFCM, csFCM, FRFCM, DSFCM_N,
IT2FCM, and GT2FCM clustering algorithms and compared
with our algorithm.

Qualitative Evaluation: The qualitative analysis provides
the visual representation of the clustering approaches. The sim-
ulated T1-w brain MR images of size 181 × 181 are read
from the BrainWeb dataset. Fig. 4 presents the segmented
results of the T1-w brain MR image using different methods.
Fig. 4 (first row) shows the discrete anatomical model of tis-
sue regions and the brain-only portion with 7% noise and 20%
IIH at 1-mm slice thickness (reference images). The remaining
rows are the segmented images with FCM, AFCM, IIFCM,
csFCM, FRFCM, DSFCM_N, IT2FCM, GT2FCM, and our
model, respectively. Fig. 4 shows that with higher values of
noise and IIH, the FCM and its modifications are incompetent
to segment the tissue regions correctly. The presence of noise
is easily identified and IIH still persists. It is observed that the
output image obtained using FRFCM is having a poor contrast
due to which the tissue regions are not distinguishable.

Even though the output obtained with DSFCM_N, IT2FCM,
and GT2FCM methods is having a better contrast, the noise
is not removed completely. Furthermore, the tissue regions
are also not distinguishable. The suggested type-2 AWSFCM
model gives the segmented tissue regions more accurately with
minimum residual noise.

Fig. 4 (last row) shows the GM, WM, and CSF tissue
regions of the subject image obtained using the proposed tech-
nique. The visual comparison of the resulting images using the
algorithm appears to be more similar to the reference image.
However, the actual performance appraisal is defined using
the quantitative analysis. The absence of nonintersecting tis-
sue regions demonstrates the superiority of the proposed model
over the other methods even in the presence of higher values
of noise and IIH.

It is observed that images obtained with other methods have
intersecting tissue regions. For instance, images in AFCM and
IIFCM clearly show the traces of noise, whereas the image
obtained with our method is free from noise. As mentioned
above, the earlier methods use standard FCM. The idea of
type-2 FCM followed by the introduction of adaptive weighted
spatial information in the fitness function solves the problem
of equidistant pixels and accurately determines the cluster
centers. This results in a noise-free output image with non-
intersecting tissue regions. It is also observed that there is an
improvement in the output image quality as we proceed from
FCM to AWSFCM (Fig. 4). This shows the gradual improve-
ment in the research and development of the standard FCM
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Fig. 4. Segmentation results with T1-w brain MR images (slice-60) using
different methods.

clustering technique over the years. Finally, our investigation
adds more strength to the subsequent developments for which
the algorithm is more robust toward noise and IIH. It depicts
the significant improvement in the visual quality. The reason
is the addition of weighted spatial information together with
the type-2 fuzzy membership function.

Fig. 5 displays the qualitative analysis of the proposed
algorithm using T2-w brain MR images. Fig. 5(a) presents
the brain-only portion, Fig. 5(b)–(d) is the corresponding
extracted tissue regions for GM, WM, and CSF, respectively,
and Fig. 5(e) shows the segmented brain MR image using the
AWSFCM clustering approach.

The qualitative analysis of the suggested model using the
PD brain MR image is shown in Fig. 6. Fig. 6(a) shows
the brain MR image, Fig. 6(b)–(d) shows the extracted tis-
sue regions for GM, WM, and CSF regions, respectively, and
Fig. 6(e) shows the segmented image using the suggested type-
2 AWSFCM algorithm. The claim is further supported by the
quantitative evaluation which provides deep insights into the

(a) (b) (c) (d) (e)

Fig. 5. Segmentation results with T2-w image. (a) Brain-only portion. (b)–(d)
GM, WM, and CSF regions, respectively. (e) Segmented image using the
AWSFCM clustering approach.

(a) (b) (c) (d) (e)

Fig. 6. Segmentation results with PD image. (a) Brain-only image. (b)–(d)
Corresponding GM, WM, and CSF regions, respectively. (e) Proposed method
output.

proposed work. The location and intensity levels of the clus-
ter centers play a crucial role in differentiating the three brain
tissue regions.

The introduction of the type-2 FCM fitness function leads to
more accurate cluster centers. The suggested model is success-
ful in identifying accurate cluster centers because the use of
spatial information in the newly proposed type-2 FCM fitness
function localizes the cluster centers. The expected decision
boundary selection becomes easier. Therefore, the cluster cen-
ters are converging more accurately toward their actual values.
The presence of IIH delocalizes the cluster centers. The occur-
rence of noise results in inaccurate cluster centers. However,
the use of (35) for updating the cluster centers is found well
suited under IIH and noisy conditions. Because the weighted
mean is computed using the initial cluster center and the
data points. It is interesting to reiterate that yi is computed
using type-2 fuzzy membership values. Note that (33) uses
the new membership values that resulted in the addition of
spatial information. The equidistant pixel problem is resolved
by introducing a weight factor that assigns the pixels to its
expected decision boundary. The possible reason could be the
change of membership function values from 0.5 to a higher
value. The addition of spatial information into the membership
values helps in reducing the noise. The improved accuracy of
the cluster centers, because of type-2 AWSFCM, results in
a nonintersecting brain tissue region.

Quantitative Evaluation: The quantitative evaluation pro-
vides the numerical significance of a model. The cluster valida-
tion indices [36] and the segmentation validation indices [25],
[37], [38] are used for quantitative evaluation. The details of
the performance indices are available in the corresponding
literature.

Partition Coefficient (VPC): This is an indicator of the
degree of fuzzy partition among the clusters. The optimum
value of this validation metric is 1 [36]. This is formulated as
follows:

VPC =
c∑

i=1

N∑

j=1

u2
ij

/

N. (37)
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Classification Entropy (VCE): This cluster validation param-
eter indicates the degree of miss classification among the
clusters. The optimum value of this parameter is 0 [36]. This
is formulated as follows:

VCE =



−
c∑

i=1

N∑

j=1

[
uij log uij

]


/N. (38)

Jaccard Coefficient (JC): JC is a segmentation valida-
tion index. This is defined as the ratio of intersection over
union [37] of the segmented image and the reference image.
The parameter is calculated with the following expression:

JC(A, B) = |A ∩ B|
/
|A ∪ B|. (39)

Dice Similarity Index (DSI): DSI is an efficient segmen-
tation validation index that finds the similarity between the
segmented results and the reference image [38]. The index is
computed as

DSI(A, B) = 1
c

c∑

i=1

(2|Ai ∩ Bi|)
/|Ai| + |Bi| (40)

where Ai and Bi are the sets of pixels from the segmented
image and reference image, respectively [25].

Segmentation Accuracy (SA): The segmentation validation
index SA is expressed as the addition of the rightly classi-
fied pixels out of the total number of pixels of the segmented
image [25]. The SA is calculated as follows:

SA =
N∑

k=1

card(Ak ∩ Bk)

/
N∑

k=1

card(Bk) (41)

where N is the total number of pixels in a cluster.
Tissue SA (TSA): The TSA is an indicator of rightly classi-

fied pixels out of the total number of pixels in an image. The
TSA is calculated as follows:

TSA = 2NCTK
/
(NCITK + NGTK) (42)

where NCTK is the number rightly assigned pixels with a given
method, NCITK is the total number of pixels contained in the
image, and NGTK is the number of pixels belonging to the
reference image [25]. The optimum value of JC, DSI, SA,
and TSA is “1,” values closer to 1 are better.

Table I shows the comparison of VPC and VCE using the
suggested model compared to other approaches. The values
shown here are the average values of the 51 slices. The cluster
validation index VPC indicates the fuzzy partition. The higher
values in Table I indicate less intersection of the tissue regions.
The proposed technique shows 3%–7% improvement in the
segmented tissue regions. The cluster validation index VCE
is an indicator of homogeneity in the samples. The value of
VCE = 0 indicates a complete homogeneous classification. The
suggested technique results in the values of VCE close to 0 as
shown in Table I. This indicates the classified tissue regions
are more homogeneous in comparison to the other discussed
techniques. It is evident from the literature that these indices
involve only the membership values. The membership matrix
plays a crucial role in defining these indices. The role of a pat-
tern having a lower membership value is relatively smaller in

type-2 fuzzy systems. For this reason, the membership val-
ues obtained with our method better represent typicality. For
instance, the VPC value obtained with FCM is 0.8864, whereas
it is 0.9659 using our method. There is an increase in its value
as we go on improvising the standard FCM by adding spatial
information. A consistent improvement in the values of the
indices with an increase in noise and IIH strengthens our claim
for a better method for brain tissue segmentation. A similar
trend is also observed for VCE.

Table I also shows the quantitative analysis of DSI, JC, SA,
and TSA values. The segmentation evaluation indices are com-
puted with respect to the corresponding reference images. The
higher values of the indices indicate a higher degree of sim-
ilarity between the reference image and the output. The best
values are marked in bold. It is witnessed that the suggested
procedure outperforms the other techniques. The uncertainty
in determining the cluster centers is considerably reduced. The
segmentation validation indices computed above are sensitive
to the misplacement of the segmentation label. Any intersect-
ing segments in the output images will worsen the values.
The equidistant pixels will pose a challenge in evaluating the
values.

Furthermore, inaccurate cluster centers will affect the
robustness of the method. For instance, the SA value obtained
with FCM in Table I is 0.8499, whereas it is 0.8654 with
our method. A better value is achieved with our method
as the probability of overlap among the tissue regions is
decreased. The equidistant pixels are assigned to a single clus-
ter only using a type-2 fuzzy membership matrix and the
spatial information. The adaptive weights introduced in the
fitness function improve the cluster centers and prevents any
intersection between the tissue boundaries. A similar behavior
is observed while computing TSA, DSI, and JC.

Fig. 7 presents the cluster validation parameters using
the proposed algorithm in comparison to the standard FCM,
AFCM, IIFCM, csFCM, FRFCM, DSFCM_N, IT2FCM, and
GT2FCM algorithms. It is observed in Fig. 7(a) that the parti-
tion coefficient values are maximum in our case. Fortunately,
the performance is better for all slices. From Fig. 7(b), it is
seen that the classification entropy has the lowest value, which
is desirable. Interestingly, it also happened with all slices.
Fig. 8(a)–(d) depicts the variation of the performance indices
for the three tissue regions (GM, WM, and CSF) utilizing dif-
ferent clustering approaches. This comparison is performed
with 51 slices of MR brain image with 7% of noise and 20%
of IIH. The graphs plotted here show the stable and superior
performance of the suggested approach in comparison with
the existing standard procedures. More is the value of these
indices, better is the performance. These values are maximum
in all cases for all slices [as observed in Fig. 8(a)–(d)].

Table II presents the quantitative analysis of the AWSFCM
model in comparison with the existing standard methods
using T2-w brain MR images. This table displays the aver-
age values of all the three tissue regions for both the
cluster validation indices and the segmentation validation
indices. The boldfaced numerical values in the tables indi-
cate the best results which are obtained with the proposed
model.
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TABLE I
COMPARISON OF AVERAGE DSI, JC, SA, TSA, VPC , AND VCE VALUES WITH T1-W BRAIN MR IMAGES (COMPUTED OVER 51 SLICES)

Table III displays the quantitative analysis of the sug-
gested model in comparison with the prevailing standard
methods using PD brain MR images. This table presents
the average values of all the three tissue regions for both
the cluster validation indices and the segmentation validation
indices.

B. Real Brain MR Images

The validation of the suggested model with the real brain
MR image is accomplished with one volume of clinically

normal images obtained from the “20 Normals_T1” dataset of
the IBSR database. From this, 21 number of selected images
are experimented to validate the model. The IBSR database
provides manually segmented images for the quantitative
analysis.

Fig. 9 presents the qualitative analysis of the proposed
model with a real brain MR image obtained from the
IBSR database. Fig. 9(a) shows the real brain MR image,
Fig. 9(b)–(d) is the extracted tissue regions for GM, WM, and
CSF, respectively, and Fig. 9(e) shows the segmented image,
utilizing the proposed algorithm. The nonintersecting regions
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(a) (b)

Fig. 7. Graphical representation of cluster validation indices (for 51-slices
of T1-w brain MR image) having 7% noise and 20% IIH. (a) Partition
Coefficient. (b) Classification Entropy.

(a) (b)

(c) (d)

Fig. 8. Graphical representation of segmentation evaluation indices (using
51 slices of T1-w brain MR image) bearing 7% noise and 20% IIH. (a) JC.
(b) DSI. (c) SA. (d) TSA.

TABLE II
COMPARISON OF PERFORMANCE INDICES WITH T2-W

MR BRAIN IMAGES

TABLE III
COMPARISON OF PERFORMANCE INDICES WITH PD MR BRAIN IMAGES

in the figure indicate that the tissue regions are segmented
more accurately with the insignificant residual noise.

Table IV presents the quantitative analysis of the proposed
model utilizing real brain MR images (IBSR database).
The segmentation evaluation indices are computed using the
segmented image and the manually segmented image provided
in the database. Table IV displays the average values of all the

(a) (b) (c) (d) (e)

Fig. 9. Segmentation results with real brain MR image. (a) Real brain-only
MR image. (b) Segmented image. (c)–(e) Corresponding GM, WM, and CSF
regions, respectively, using the AWSFCM clustering algorithm.

TABLE IV
COMPARISON OF PERFORMANCE INDICES WITH REAL

BRAIN MR IMAGES

TABLE V
STATISTICAL ANALYSIS OF AWSFCM WITH OTHER METHODS USING

THE FRIEDMAN TEST

TABLE VI
EXECUTION TIME ANALYSIS OF AWSFCM WITH OTHER METHODS

three tissue regions for both the cluster validation indices and
the segmentation validation indices. The boldfaced numerical
values indicate the best results which are obtained with our
model.

The Friedman test [39] is performed on T1-w brain MR
images from the BrainWeb database only. Table V shows the
p-values on all the cluster validation and segmentation eval-
uation indices with a significance level of 0.05 between the
proposed type-2 AWSFCM method and the other approaches.
A similar statistical result is also obtained with T2-w and PD
brain images.

Execution time is a measure to justify the computational
effectiveness of a particular method. It depends upon the num-
ber of data points (n), number of clusters to be classified (c),
filtering window size (w), the number of training iterations (I),
number of α-planes (K) (in GT2FCM), and the work station
configuration.
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Table VI shows a comparative analysis of computational
complexity and execution time analysis for different methods.
The execution time is computed for a dataset of T1-w brain
MR image at 7% noise and 20% IIH. The running time is
calculated for c = 3, 10α-planes (K = 10), n = 181×181, and
the window size (w) = 5 × 5. The proposed method is faster
than GT2FCM because the computation of centroids is not
required. The final cluster centers are obtained by updating the
type-2 membership values using the fuzzy linguistic fuzzifier.

V. CONCLUSION

Here, a type-2 AWSFCM clustering algorithm is introduced
for brain MR tissue segmentation. The proposed algorithm
offers a solution to the problem of equidistant pixels, assign-
ing them to a single cluster by providing greater weights to
the pixel closer to the expected decision boundary. The spa-
tial information of the neighboring pixels is attained using the
adaptive Gaussian filter, where the order of the filter decreases
with the convergence of the algorithm to the final cluster cen-
ters. A type-2 approach for computation of the membership
values and the cluster centers ensures a more accurate location
of the cluster centers compared to the standard FCM cluster-
ing technique, in the presence of noise and IIH. Furthermore,
the fuzzy value of the linguistic fuzzifier (M) obtained using
the α-plane representation results in more accurate cluster
centers. The qualitative and quantitative segmentation evalua-
tion indices indicate that the proposed model outperforms the
standard FCM, AFCM, IIFCM, csFCM, FRFCM, DSFCM_N,
IT2FCM, and GT2FCM clustering approaches. This may set
a new path in the area of brain MR tissue segmentation.
The proposed approach is tested using healthy brain images.
However, a test with images containing lesions may be taken
up in the future.

REFERENCES

[1] S. Hussein et al., “Automatic segmentation and quantification of white
and brown adipose tissues from PET/CT scans,” IEEE Trans. Med.
Imag., vol. 36, no. 3, pp. 734–744, Mar. 2017.

[2] M. Hajiaghayi, E. M. Groves, H. Jafarkhani, and A. Kheradvar, “A 3-D
active contour method for automated segmentation of the left ventricle
from magnetic resonance images,” IEEE Trans. Biomed. Eng., vol. 64,
no. 1, pp. 134–144, Jan. 2017.

[3] L. Chen, C. L. P. Chen, and M. Lu, “A multiple-kernel fuzzy C-means
algorithm for image segmentation,” IEEE Trans. Syst., Man, Cybern. B,
Cybern., vol. 41, no. 5, pp. 1263–1274, Oct. 2011.

[4] S. Balla-Arabe, X. Gao, and B. Wang, “A fast and robust level set method
for image segmentation using fuzzy clustering and lattice Boltzmann
method,” IEEE Trans. Cybern., vol. 43, no. 3, pp. 910–920, Jun. 2013.

[5] Y. Kong, Y. Deng, and Q. Dai, “Discriminative clustering and fea-
ture selection for brain MRI segmentation,” IEEE Signal Process. Lett.,
vol. 22, no. 5, pp. 573–577, May 2015.

[6] A. Demirhan, M. Törü, and Ý. Güler, “Segmentation of tumor and
EDEMA along with healthy tissues of brain using wavelets and neu-
ral networks,” IEEE J. Biomed. Health Informat., vol. 19, no. 4,
pp. 1451–1458, Jul. 2015.

[7] Z. Ji, Y. Xia, Q. Sun, Q. Chen, D. Xia, and D. D. Feng, “Fuzzy local
Gaussian mixture model for brain MR image segmentation,” IEEE Trans.
Inf. Technol. Biomed., vol. 16, no. 3, pp. 339–347, May 2012.

[8] S.-L. Jui, C. Lin, H. Guan, A. Abraham, A. E. Hassanien, and K. Xiao,
“Fuzzy C-means with wavelet filtration for MR image segmentation,”
in Proc. 6th World Congr. Nat. Biol. Inspired Comput. (NaBIC), 2014,
pp. 12–16.

[9] S. Roy et al., “Subject-specific sparse dictionary learning for atlas-based
brain MRI segmentation,” IEEE J. Biomed. Health Informat., vol. 19,
no. 5, pp. 1598–1609, Sep. 2015.

[10] P. Moeskops et al., “Automatic segmentation of MR brain images with a
convolutional neural network,” IEEE Trans. Med. Imag., vol. 35, no. 5,
pp. 1252–1261, May 2016.

[11] A. Banerjee and P. Maji, “Rough sets and stomped normal distribution
for simultaneous segmentation and bias field correction in brain MR
images,” IEEE Trans. Image Process., vol. 24, no. 12, pp. 5764–5776,
Dec. 2015.

[12] A. Hamamci, N. Kucuk, K. Karaman, K. Engin, and G. Unal, “Tumor-
cut: Segmentation of brain tumors on contrast enhanced MR images
for radiosurgery applications,” IEEE Trans. Med. Imag., vol. 31, no. 3,
pp. 790–804, Mar. 2012.

[13] A. Khademi, A. Venetsanopoulos, and A. R. Moody, “Robust white
matter lesion segmentation in FLAIR MRI,” IEEE Trans. Biomed. Eng.,
vol. 59, no. 3, pp. 860–871, Mar. 2012.

[14] H. Chang et al., “A new variational method for bias correction and its
applications to rodent brain extraction,” IEEE Trans. Med. Imag., vol. 36,
no. 3, pp. 721–733, Mar. 2017.

[15] X. Bai, Y. Zhang, H. Liu, and Z. Chen, “Similarity measure-based possi-
bilistic FCM with label information for brain MRI segmentation,” IEEE
Trans. Cybern., vol. 49, no. 7, pp. 2618–2630, Jul. 2019.

[16] L. Dora, S. Agrawal, R. Panda, and A. Abraham, “State-of-the-art meth-
ods for brain tissue segmentation: A review,” IEEE Rev. Biomed. Eng.,
vol. 10, pp. 235–249, Jun. 2017.

[17] J. C. Bezdek, E. Robert, and F. William, “FCM: The fuzzy C-means
clustering algorithm,” Comput. Geosci., vol. 10, nos. 2–3, pp. 191–203,
1984.

[18] M. N. Ahmed, M. S. Yamany, N. Mohamed, A. A. Farag, and
T. Moriarty, “A modified fuzzy C-means algorithm for bias field estima-
tion and segmentation of MRI data,” IEEE Trans. Med. Imag., vol. 21,
no. 3, pp. 193–199, Mar. 2002.

[19] N. A. Mohamed, Modified Fuzzy C-Mean Algorithm for Medical Image
Segmentation, Comput. Vis. Image Process. Lab., Waterloo, ON, Canada,
1999.

[20] A. W. C. Liew and H. Yan, “An adaptive spatial fuzzy clustering
algorithm for 3-D MR image segmentation,” IEEE Trans. Med. Imag.,
vol. 22, no. 9, pp. 1063–1075, Sep. 2003.

[21] K. S. Chuang, H. L. Tzeng, S. Chen, J. Wu, and T. J. Chen, “Fuzzy
C-means clustering with spatial information for image segmentation,”
Comput. Med. Imag. Graph., vol. 30, no. 1, pp. 9–15, Jan. 2006.

[22] Z. Ji, J. Liu, G. Cao, Q. Sun, and Q. Chen, “Robust spatially constrained
fuzzy C-means algorithm for brain MR image segmentation,” Pattern
Recognit., vol. 47, no. 7, pp. 2454–2466, Jul. 2014.

[23] F. F. Guo, X. X. Wang, and J. Shen, “Adaptive fuzzy C-means algo-
rithm based on local noise detecting for image segmentation,” IET Image
Process., vol. 10, no. 4, pp. 272–279, Mar. 2016.

[24] H. Verma, R. K. Agrawal, and A. Sharan, “An improved intuitionistic
fuzzy C-means clustering algorithm incorporating local information for
brain image segmentation,” Appl. Soft Comput., vol. 46, pp. 543–557,
Sep. 2016.

[25] S. K. Adhikari, J. K. Sing, D. K. Basu, and M. Nisipuri, “Conditional
spatial fuzzy C-means clustering algorithm for segmentation of MRI
images,” Appl. Soft Comput., vol. 34, pp. 758–769, Sep. 2015.

[26] T. Lei, X. Jia, Y. Zhang, L. He, H. Meng, and A. K. Nandi, “Significantly
fast and robust fuzzy C-means clustering algorithm based on morpholog-
ical reconstruction and membership filtering,” IEEE Trans. Fuzzy Syst.,
vol. 26, no. 5, pp. 3027–3041, Oct. 2018.

[27] Y. Zhang, X. Bai, R. Fan, and Z. Wang, “Deviation-sparse fuzzy
C-means with neighbor information constraint,” IEEE Trans. Fuzzy Syst.,
vol. 27, no. 1, pp. 185–199, Jan. 2019.

[28] C. Hwang and F. Rhee, “Uncertain fuzzy clustering: Interval type-2
fuzzy approach to C-means,” IEEE Trans. Fuzzy Syst., vol. 15, no. 1,
pp. 107–120, Feb. 2007.

[29] O. Linda and M. Manic, “General type-2 fuzzy C-means algorithm for
uncertain fuzzy clustering,” IEEE Trans. Fuzzy Syst., vol. 20, no. 5,
pp. 883–896, Oct. 2012.

[30] R. Krishnapuram and J. M. Keller, “A possibilistic approach to cluster-
ing,” IEEE Trans. Fuzzy Syst., vol. 1, no. 2, pp. 98–110, May 1993.

[31] BrainWeb: Simulated Brain Database. Accessed: Aug. 2018. [Online].
Available: http://bic.mni.mcgill.ca/brainweb

[32] Brain MR Image Database. Accessed: Aug. 2018. [Online]. Available:
http://www.cma.mgh.harvard.edu/ibsr

[33] F. Chung, H. Rhee, and C. Hwang, “A type-2 fuzzy C-means clustering
algorithm,” in Proc. 20th NAFIPS Int. Conf. IFSA World Congr., 2001,
pp. 1926–1929.

[34] J. M. Mendel, F. Liu, and D. Zhai, “á-plane representation for type-2
fuzzy sets: Theory and applications,” IEEE Trans. Fuzzy Syst., vol. 17,
no. 5, pp. 1189–1207, Oct. 2009.

[35] K. Somasundaram and T. Kalaiselvi, “Automatic brain extraction meth-
ods for T1 Magnetic resonance images using region labeling and mor-
phological operations,” Comput. Biol. Med., vol. 41, no. 8, pp. 716–725,
Apr. 2011.

[36] K. Wu and M. S. Yang, “A cluster validity index for fuzzy clustering,”
Pattern Recognit. Lett., vol. 26, pp. 1275–1291, Jul. 2005.

[37] P. Jaccard, “The distribution of the flora in the alpine zone,” New Phytol.,
vol. 11, no. 2, pp. 37–50, Feb. 2016.

[38] L. R. Dice, “Measures of the amount of ecologic association between
species,” Ecology, vol. 26, no. 3, pp. 297–302, Jul. 1945.

[39] J. Demsar, “Statistical comparisons of classifiers over multiple data sets,”
J. Mach. Learn. Res., vol. 7, pp. 1–30, Jan. 2006.

Authorized licensed use limited to: Macquarie University. Downloaded on June 23,2020 at 12:42:10 UTC from IEEE Xplore.  Restrictions apply. 


