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ABSTRACT The recent developments in deep learning techniques evolved to new heights in various
domains and applications. The recognition, translation, and video generation of Sign Language (SL) still
face huge challenges from the development perspective. Although numerous advancements have been made
in earlier approaches, the model performance still lacks recognition accuracy and visual quality. In this
paper, we introduce novel approaches for developing the complete framework for handling SL recognition,
translation, and production tasks in real-time cases. To achieve higher recognition accuracy, we use the
MediaPipe library and a hybrid Convolutional Neural Network + Bi-directional Long Short Term Memory
(CNN+ Bi-LSTM) model for pose details extraction and text generation. On the other hand, the production
of sign gesture videos for given spoken sentences is implemented using a hybrid Neural Machine Translation
(NMT) + MediaPipe + Dynamic Generative Adversarial Network (GAN) model. The proposed model
addresses the various complexities present in the existing approaches and achieves above 95% classification
accuracy. In addition to that, the model performance is tested in various phases of development, and the
evaluationmetrics show noticeable improvements in ourmodel. Themodel has been experimentedwith using
different multilingual benchmark sign corpus and produces greater results in terms of recognition accuracy
and visual quality. The proposed model has secured a 38.06 average Bilingual Evaluation Understudy
(BLEU) score, remarkable human evaluation scores, 3.46 average Fréchet Inception Distance to videos
(FID2vid) score, 0.921 average Structural Similarity Index Measure (SSIM) values, 8.4 average Inception
Score, 29.73 average Peak Signal-to-Noise Ratio (PSNR) score, 14.06 average Fréchet Inception Distance
(FID) score, and an average 0.715 Temporal Consistency Metric (TCM) Score which is evidence of the
proposed work.

INDEX TERMS Deep learning, generative adversarial networks, sign language recognition, sign language
translation, video generation.

I. INTRODUCTION
Communication is essential for all human lives to explore
their requirements and interactions with other people. Based
on recent studies, various researchers found an interesting
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and unique style of communication in sign language across
different countries. The sign languages are obviously visual
cues and co-ordinate the human manual and non-manual
components dramatically. It greatly supports the hard-of-
hearing and speech-impaired society in getting education,
jobs, and societal rights. The governments of various nations
amended the multiple acts to standardize the sign language to
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benefit the hard-of-hearing and speech-impaired community.
Since, the sign language performs important role in hard-
of-hearing and speech-impaired communication, the under-
standing and responding by the normal people requires addi-
tional training and knowledge. This creates a communication
gap between ordinary people and the impaired community.
The recent advancements in deep learning techniques handle
such task efficiently by encompassing numerous mechanisms
and mathematical approaches. The development of such sys-
tems incurs huge complexities in various phases of devel-
opment, such as misclassification, self-occlusion, movement
epenthesis, ambiguity, noise, and blurred output. We investi-
gated all these challenges in a novel way to provide a better
solution and aimed to build a powerful architecture to provide
greater performance.

The emergence of deep learning techniques entered all the
fields to exhibit their strength towards robust model devel-
opment. The deep learning techniques produces impressive
results in areas such as agriculture [1], anomaly detection
[2], activity recognition [3], business analysis [4], [5], crop
selection [6], defect monitoring [7], DNA systems [8], earth
analysis [9], fraud detection [10], genomic prediction [11],
human activity recognition [12], image classification [13],
job matching [14], kinematic analysis [15], location predic-
tion [16], medical systems [17], [18], [19], [20], network
traffic analysis [21], number plate recognition [22], object
detection [23], predictive maintenance [24], quality control
[25], robotics [26], stock prediction [27], time series data
analysis [28], and text generation [29], unmanned vehicle
path findings [30], vehicle monitoring [31], weather fore-
casting [32], x-ray imaging [33], YouTube video analysis
[34], zone segmentation [35]. These developments highly
motivate us to pursue research in the deep learning area.
Deep learning models are highly powerful and have produced
intelligible achievements in a wider range of applications.
However, due to the complex structures and higher number of
layers, the model training process and producing the greater
accuracy performances create additional challenges during
the model development. These reasons cause their applicabil-
ity to produce powerful models for handling complex tasks.
We propose a Hybrid Deep Neural Architecture (H-DNA)
which integrates the sign language recognition, translation,
and video generation tasks into a single application as shown
in Figure 1.We proposed a Hybrid- Deep Neural Architecture
(H-DNA) which is designed to learn the different modalities
of sign gestures in a signer-independent environment. This
enhances the model to understand the underlying complex
relationship between the input and output. The experimental
results explore the effectiveness of the proposed work in
terms of recognition accuracy and visual quality. In order
to achieve greater flexibility and simultaneous processing of
gesture sequences, we use attention mechanisms and mathe-
matical approaches to enhance the performance of the deep
model. To justify these factors, we have shown the sample
output screens and outcomes of the proposed methods in
section 4. The main goal of deep neural networks is to mimic

FIGURE 1. Overview of the proposed H-DNA framework (a) SL recognition
(b) SL gesture based video generation.

the functions of the human brain to explore tremendous
performance over wider tasks and diverse domain applica-
tions. The research studies on such implementations pro-
vide detailed information about the layer information, hyper
parameters and advancements.

In this paper, we introduce a method to leverage the new
advancements in deep neural networks to produce plausible
results in translation and video generation tasks. In fact,
the proposed ideology further extends to developing user
interface based applications for handling real-time cases
and potentially addressing the various challenges of exist-
ing approaches. Our contributions comprise the creation of
Indian Sign Language (ISL) related sentence level video
datasets using multiple signers without involving any spe-
cialized components like color gloves and sensors. We used a
digital SLR camera and web camera devices for recording the
gesture videos. The proposed H-DNA systems are capable of
producing high quality videos given spoken sentence input,
processing the sign gestures and translating them into spoken
text. This twowaymechanism is found to be superior to exist-
ing developments and comparably produces greater results
in recognition and translation tasks. The experimental results
have been plotted to showcase the performance of the pro-
posed model for handling different sign corpus. We enlisted
50 student and staff volunteers to evaluate the model’s per-
formance and tabulated the scores of their evaluation by con-
sidering different parameters. Overall, the proposed H-DNA
systems are designed and implemented to handle the various
nuances of traditional approaches and yield better results in
Sign Language Recognition and Translation (SLRT) tasks.
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Although the numerous developments have made for Chinese
sign Language (CSL), American Sign Language (ASL) and
German Sign Language (GSL), still the performance of the
model lacks in continuous cases and fails to handle the real
time inputs.

The proposed H-DNA systems facilitate the real-time and
accurate recognition of multimodal and multilingual sign
gestures. It allows an opportunity for developing the robust
applications to handle various countries based sign languages
and provides solutions for communication gap exists between
normal and impaired community. The proposed work has
been developed as a User Interface (UI) application for han-
dling multilingual inputs, recognizing the multimodal sign
gestures, generating the sign videos, and providing accurate
results over the translation and recognition tasks. To achieve
the expectations, the model development underwent various
stages of development to handle multimodal features and
variations of multilingual sign corpuses. The proposed model
has been trained using 40K videos for continuous recognition
and 35K images for world level recognition tasks. The pro-
posed system explores solutions for the real time interactions
of hard-of-hearing and speech-impaired people with normal
people.

The detailed investigation and various refinements of
Convolutional Neural Network (CNN), Long Short Term
Memory, Gated Recurrent Unit and Generative Adversarial
Networks (GAN) models yield better translation results and
generate high quality photorealistic videos. Sign Language
plays vital role in the communication of hard-of-hearing and
speech-impaired community due to their inability towards
reading and writing the native language. Since the various
studies dealing with SLRT research, the earlier developments
have their own limitations and are still unable to be used for
continuous cases. Some of the research has been known to be
successful for recognizing sign language, but it requires an
expensive set up and sensor devices to handle it. The tracking
and recognition of specialized multimodal gesture signs is
very crucial, especially in recognizing signs of different lan-
guages (multilingual). The research study on SL recognition
focuses on the translation of sign gestures into English sen-
tences and produces the text transcription for the sequence
of signs. This is due to the misconception that deaf people
are comfortable with reading spoken language and therefore
do not require translation into sign language. To facilitate
easy and clear communication between the hearing and the
impaired community, it is vital to build robust systems that
can translate spoken languages into sign languages and vice
versa. This two way process can be facilitated using sign
language recognition, translation, and video generation. With
this motivation, the proposed approach intends to develop
and build a novel H-DNA framework for SL recognition and
translation systems as well as enhance the interactive com-
munication between the normal and impaired community.

To the best of our knowledge, the proposed H-DNA
is the first novel unified deep learning framework which
addresses two different problem dimensions in SL: Sign

Language Recognition (SLR) and Sign Language Translation
(SLT). UsingNeuralMachine Translation (NMT),MediaPipe
library and Dynamic GAN the proposed H-DNA will be
developed for generating the high resolution videos. The
proposed work simplifies the translation of spoken text to
subunit signs and then defines the mapping between glosses
and sign gesture images using the open pose library. Further
the SL videos are produced using and DynamicGAN model.
On the other hand, using CNN, LSTM andMediaPipe library,
the proposed H-DNA recognizes the multilingual datasets
which comprises of isolated signs and continuous sign sen-
tences by considering multimodal features. The H-DNA was
developed and implemented on GPU-powered workstations.
The collection of benchmark datasets and the recording of
own datasets are carried out as the first steps in implemen-
tation. To evaluate the performance of proposed H-DNA, the
experimentation is performed to have three folds: The first
fold deals with SL recognition, and the second fold focuses
on SL video generation. The SL recognition model achieves
an accuracy of not less than 98% and shows the improved
performance of the proposed H-DNA. Criteria like robust-
ness, flexibility, and scalability are considered in the third
fold. We summarize the overall objectives of the proposed
work as follows:
• To create & integrate heterogeneous data sources and

to build a novel knowledge base consisting of multilingual
and multimodal sign sentences with minimal sign glosses and
skeletal level annotations by breaking down the signs into
dedicated subunits.
• To augment and generate sign videos based on subunits

from spoken language sentences to facilitate communication
between normal and impaired (hard-of-hearing and speech-
impaired) communities.
• To track and recognize the signs consisting of isolated

words and continuous sign sentences including manual (one-
handed and two-handed signs) and non-manual gestures in
real-time scenarios.
• To build a novel application with end-to-end video gen-

eration and recognition capabilities by sharing the qualitative
and quantitative results of generated sign sequences without
using animated avatars or sensors, and to ensure accuracy
with minimal cost.

The further discussions about the proposed model are dis-
cussed as follows. Section 2 investigates the earlier devel-
opments and provides the research gap in SLRT research
and seeks the advancements in various phases of develop-
ment. The proposed system details are wisely explained in
Section 3 and provide sufficient details about the model
development. The experimental outcome of the proposed
model is shown in section 4, and finally, the conclusion and
future work part summarizes the entire information about the
proposed work.

II. RELATED WORK
Sign language communication explores the powerfulness of
human intelligence through hand actions and movements.

104360 VOLUME 10, 2022



B. Natarajan et al.: Development of an End-to-End Deep Learning Framework

TABLE 1. Comparison of existing SL recognition frameworks.

Despite relying on a single component (hand), it involves
numerous human upper body components such as head,
mouth, and gaze movements to provide a real understanding
of gesture sequences in real time. Sign languages are made up
of visual actions and do not have a unique pattern to identify
their motion sequences. It greatly follows different styles
based on its own country’s nature and culture. Understanding
and processing such inputs is extremely difficult for tradi-
tional machine learning approaches. It mainly supports the
hard-of-hearing and speech-impaired society by getting those
benefits such as education, employment, and engaging them
in societal activities. There have been numerous research
efforts made to produce better translation models. The real
time recognition and translation of sign languages requires
careful investigation of various features to produce plausible
output without any misclassification and wrong sign output.

The progress Deep Learning approaches steps towards
newer heights and produces fabulous results in computer
vision and human action recognition applications. The
introduction of hybrid models and ensembling techniques
advances the capabilities of such models to handle tedious
tasks. The recent research works in CNN, LSTM, GRU
and GAN techniques has been investigated related to the
SL recognition, translation and video generation tasks and
helps to introduce the novel contributions to build a powerful
framework.

The author, Barbhuiya et al. [36] proposed CNN+SVM
based hand gesture recognition methods for static signs.
This approach mainly deals with alphabets and numerals.
The authors, Aly et al. [37] proposed a system for han-
dling the words of Arabic SL using DeepLabv3+ gesture
segmentation techniques and Bi-LSTM. The ASL recog-
nition system for 26 alphabet level sign gesture recogni-
tion tasks is proposed by the author Lee et al. [38] uses
LSTM with KNN techniques to provide higher recogni-
tion results. This work deals with world-level sign lan-
guage communications. In addition to that, the researchers

Xiao et al. [39] introduced continuous SL recognition using
NMT approaches. The author, Elakkiya et al. [40] proposed
an SL recognition framework using GAN+3D-CNN+LSTM
Techniques. This approach utilizes the deep reinforcement
learning based evaluation strategy to produce highly accurate
results. The various details of the earlier literature are shown
in Table 1 for exploring the new advancements with different
sign languages such as American Sign Language (ASL),
Chinese Sign Language (CSL) and German Sign Language
(GSL). The conventional sensor-based approaches demand
extra equipment to be worn by the signer. The use of data
gloves, color gloves, depth cameras, and leap motion con-
trollers creates additional overhead for the signer to commu-
nicate normally and poses huge limitations [41]. Although it
gives good prediction results, drastically loses the scope in
real time applications. In addition to that, it creates discomfort
for the child and normal people during the conversation.

The optimization of hyper parameter values and the impos-
ing of various constraints produces plausible outcomes and
attracts the researchers. The primary version of the CNN
model is introduced by authors Chen and Koltun [43] pro-
duces images from semantic layouts. The model investi-
gates the different loss functions and produces photographic
results. The model performance bottlenecks while handling
the large scale of images and adds the various intrinsic
challenges. Similarly, the researchers in Oord et. al. [44]
discussed the development of gating mechanism based Pix-
elCNN models for image generation. The model has been
evaluated using the datasets CIFAR-10 and ImageNet. Since
the model applies different conditions on embedding features
to produce quality image generation results, and extending
the performance for videos creates additional overheads.
Although numerous advancements were made in the research
work [45], the production of sign gesture videos is blurred and
spatial details are incoherent.

The development of ambient models such as FUNIT [46],
StarGAN [47], StarGAN v2 [48], MoCoGAN [49], LPGAN
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[50], InfoGAN [51], pix2pix [52], and CycleGAN [53] deals
with the image generation and video production tasks effi-
ciently. Since SL communication involves the various man-
ual and non-manual cues of humans and their facial, eye,
gaze, and mouth expressions, it demands some advancement
in the earlier approaches. In addition to that, the ordering
of gesture sequences greatly varies from the English sen-
tence order. In order to address these aforementioned chal-
lenges, we introduce a novel approach for aligning the frame
sequences and generating the intermediary frames between
the sign gesture images. The proposed model deals with the
various nuances of SL gestures and its components and pro-
duces plausible outcomes. TheGANnetworks are found to be
highly capable of producing plausible results across a wider
range of diverse domain applications. The applications such
as security [54], [55], baggage inspection [56], infected leaf
identification [57], covid-19 prediction [58], agriculture [59],
business process monitoring [60], Brain MRI synthesis [61],
flood visualization [62], estimating the standards of gold [63],
ECG wave synthesis [64], Internet of Things (IoT) [65] and
Dengue Fever sampling [66].

The twomajor components of GANnetworks are generator
and discriminator, and they play a vital role in image or
video generation. The discriminating capability of the dis-
criminator helps to produce high quality videos in diverse
domains and is further investigated in the proposed work
for qualitative production of sign gesture videos. The incor-
poration of CNN models with conditional GAN networks
produces drastic improvements in video generation quality
and efficiently handles the various traits of details present in
an image or video. Based on the discriminator classification,
the generator networks underwent the fine-tuned training
process to produce photorealistic results. The authors, Mirza
and Osindero [67], introduced the conditional-based GAN
network model by applying constraints on label information.
We use this approach in our work to produce videos based
on the conditioned labeling approach. The advent of Dynam-
icGAN models addresses the existing challenges by using
strided mechanisms in convolution operations to produce
improved results. The video generation process using GAN
networks encompasses the additional approaches to produce
photo-realistic videos and keeps the coherent spatial details
clear.

Although there are enormous research going on in the field
of Sign Language Recognition, translation and generation
systems the existing systems still face a lots of challenges.
The primary challenge with the Sign Language recognition
and generation system is the lack of availability of large-scale
open-source Indian Sign Language Dataset with natural con-
ditions. To overcome this issue we have developed a multi-
signer, multi-model Sign Language dataset and have provided
it as open-source resource for further research purposes. For
Sign Language recognition systems, we have built the recog-
nition model in such a way that it detects the signs irre-
spective of the complex backgrounds, multi-modality, signer
skin tone, signer clothing constraints, sign speed etc., which

are the major drawbacks in the existing systems. In case
of Sign Generation, we have considered the limitation to
small size vocabulary, model performance improvement, low
model complexity, proper alignment of the key points, signs
in spatial domain etc.

III. THE PROPOSED H-DNA SYSTEM
The proposed hybrid H-DNA framework model comprises
various phases of development, such as SL recognition, mul-
tilingual sentences into signword conversion, pose estimation
using MediaPipe, and SL video generation. The proposed
H-DNA framework aims to integrate all these modules and
provide a real time solution to SLRT research challenges.
Neural Machine Translation (NMT) is the process of translat-
ing sentences from one language into another. It uses artificial
neural networks to yield highly translatable results. The iden-
tification of human poses in images or videos is performed
using the mediapipe library. It helps to predict the various
poses of humans in various environments. Pose estimation
is based on a number of key points on the human body.It
uses the Parity Affinity Fields approach to implement it. The
VGG-19 model is used for classifying the different gesture
styles. It uses different 3× 3 filters in the convolution layers.
The convolution layers provide a feature map by scanning the
image features. The role of pooling layers is to reduce the
information generated by the convolution layers. To vectorize
the output as a single array, the fully connected layer is
used. The incorporation of dynamic GAN [86] provides high
quality video generation results by encompassing the various
approaches such as frame generation and video completion
techniques. The LSTM network is used for predicting the text
equivalents of the sign gestures and further helps to produce
the language sentences. The following subsections explore
the various technical details and summarize the powerfulness
of each technique.

This section explains the implementation details of the
proposed H- DNA framework. In the first fold, we developed
the SL recognition model using theMediaPipe library and the
VGG-19 model. Furthermore, we incorporate the Bi-LSTM
network for text generation. In SLR, the input of continuous
gesture sequences is processed by the MediaPipe library to
capture the pose sequences, angle between fingers, hand
movements and locations, orientations, mouth expressions,
and facial actions. Based on these key points, the VGG-19
model estimates the class of gestures. The incorporation of
CNN and LSTM networks in such a hybrid way produces
higher recognition accuracy and noticeable performance. The
temporal details are analyzed sequentially to predict the trans-
lation text without any misclassification.

We trained our model using 40,000 videos for 320 classes
to provide wider support over multilingual sign corpus com-
prises of multimodal features. The sample gesture images
of our own created ISL-CSLTR dataset [42] are shown in
Figure 2 and greatly support the ISL-related SLRT research.
In general, the SL video generation process is treated as a
highly intensive task due to the production of sign gesture
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FIGURE 2. Sample word level sign gesture images of ISL-CSLTR dataset.

videos from English sentences. The qualitative production of
SL videos for the new input sentences poses various levels
of difficulties by considering the manual and non-manual
cues of the signers. Such a translation process demands more
attention at each step to produce high quality results. The
emergence of various deep generative models has advanced
and secured new milestones in photorealistic image genera-
tion and video production.

A. SL RECOGNITION
In the first phase, the development of SL recognition using
hybrid CNN+Bi-LSTM techniques is carried out. The main
objective of this hybrid approach is to sequence predict
in SL videos. The CNN layers are used for gesture class
identification and LSTM networks for predicting the class
sequence. The combination of these two networks processes
the spatio-temporal details of SL input videos and produces
the text output. The first segment uses CNN layers and is
further utilized by the Bi-LSTM networks with dense layers
to yield plausible results. We used the VGG-19 model [68],
which consists of 16 convolution layers and 3 fully connected
layers. The CNN network processes images of size 254 ×
254 and the first and second layers are convolutional layers.
It uses 3 × 3 filters with stride level 1. The max pooling
operation is performed using stride level 2 and a window size
of 2 × 2. After this process, the dimensions of pixels are
reduced to 112 × 112 × 64. Further, the convolution layer
of varying filter size 128, 56, 28 is applied and reduces the
size of the image as well as focuses the important features.
The fully connected layer summarizes all classes of inputs
and produces the probability of prediction values using the
softmax layer. The network is trained to handle 35K images of
192 classes representing different gesture poses based images
for different words. After completion of preprocessing steps,
the videos of high resolution to be 1920 × 1080 and con-
verted into numpy arrays for easier processing using skvideo
packages. Each class of sign gestures is recorded with 50
repetitions to provide better learning and prediction perfor-
mance of the model. The key points based pose information
is captured parallel to maintain the gesticulation details and

aids the better assistance over classification and prediction
tasks. The incorporation of the CNN based pre-trained model
VGG-19 helps to automate the SL recognition tasks in a
better way. The various basic operations, such as convolution
operations and max pooling, are applied repeatedly to learn
the finer details of the images. The VGG-19 model pro-
vides better classification results than the multilingual sign
language datasets. The results are passed to the Bi-LSTM
networks to predict the target sentences matches with the
video sequences. The intermediary feature map results of
the proposed hybrid CNN+Bi-LSTM model are shown in
Figure 3.

FIGURE 3. Visualization of the intermediate feature map results of
VGG-19 network.

The VGG-19 model produces the vector representation of
images and classification results. Based on such input, the
LSTM layers process the information and generate the tex-
tual descriptions. In this context, the textual descriptions are
language sentences that match with gesture sequences. The
entire CNN model is handled by the time distribution layers
to handle multiple inputs for different time steps. The LSTM
units apply back propagation to tune the hyper parameters
such as learning rate, batch sizes. The weight and bias values
are also updated to build a powerful framework. We set the
learning rate value as 0.01 and the batch size as 64. The
LSTM networks [69] are found to be powerful components
in text generation, image captioning, and machine translation
tasks. The LSTM network has three gates: (i) input gate,
(ii) output gate, and (iii) forget gate. The separate memory
cell is added and handles a higher number of layers than
GRU. The forget gate decides the kind of information to be
discarded from memory and uses sigmoid activation func-
tions to squish the values between zero and one. Due to
this functionality, the values multiplied by 0 become zero
and can be easily removed. The input gate updates the cell
state for processing the new inputs. The memory cells remain
the amount of information for time stamp t. The output gate
finalizes the information to be output from the model. The
forget gate functions are represented using the following
Equation (1) The cell state is a key for the LSTM network,
passing through the entire chain link of LSTM modules and
governed by the aforementioned three layers. The forget gate
decides the information to be thrown away from the memory.
The role of input layers is to provide the desired inputs and
update the cell state values. The output layers produce the
text results. We use sigmoid and tanh activation functions to
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produce plausible outcomes. We use a bi-directional LSTM
approach to focus on the text generation tasks efficiently.
The proposed hybrid CNN+ Bi-LSTM techniques based SL
recognition system architecture is shown in Figure 4.

FIGURE 4. SL recognition system.

The LSTM network is envisioned as a strong method to
handle sequential tasks. It provides a solution to the vanish-
ing gradient problem. Since it handles the longer sequen-
tial inputs, which are applied in domains such as image
captioning, text generation and time series based applica-
tions. The LSTM network was introduced by the authors,
Cho et al. [70]. The forget gate (frt) operations are repre-
sented using Equation 1. It decides the information to be
discarded from cell states by applying the sigmoid activation
function. The value 1 represents keeping the information
and 0 denotes its removal. The general equations describing
the various operations of the LSTM Network are stated in
Equation 1.

frt = σ
(
Wfr · [ht−1, Int]+bfr

)
(1)

The next step processes the sequence of inputs and decides
the next information to be fed into the cell state. The input
layer represented using Equation 2 denotes the next value to
be updated in the cell state. Next, Equation 3 represents the
vector values of candidate results.

it = σ
(
Wi · [ht−1, Int]+bi

)
(2)

Cat′ = tanh
(
WCa · [ht−1, Int]+bCa

)
(3)

The update of new values (Cat) by using multiplication oper-
ations and the refinement of old cell state values takes place
using Equation 4.

Cat = frt∗Cat−1 + it∗Cat′ (4)

The output gate operations are denoted using Equation 5 and
Equation 6. It decides the information to be passed as output.

outt = σ
(
Wout · [ht−1, Int]+bout

)
(5)

ht = outt∗tanh(Cat) (6)

The proposed hybrid CNN + Bi-LSTM Technique is shown
in Figure 5. The detailed steps of our implementation and pro-
vides the step-by-step procedures. It gives a detailed overview
of the execution of VGG-19 model training. The LSTM
network operations to produce the language sentence output
are clearly elaborated in the rest of the sections.

FIGURE 5. Flow chart for hybrid CNN+Bi-LSTM technique.

The LSTM network utilizes the memory cell component
explicitly, and the cell states regulate the kind of information
to be kept or discarded from memory. During each iteration
cycle process, the LSTM network processes the previous
hidden state values (ht-1), current input values (Int) and the
previous cell state values (ht). The parameters weight and bias
vectors are updated regularly during the back propagation
process to produce accurate translation results. We use Adam
optimizer and drop out regularization techniques to obtain
greater results over the benchmark datasets.

B. MULTILINGUAL SENTENCES INTO SIGN WORD
CONVERSION
This section explains the translation process of language
sentences into sign words using the NMT and attention mech-
anism. The conventional NMT techniques have proven to
have appreciable performance in language translation tasks.
We use a hybrid NMT + Attention mechanism for translat-
ing the multilingual sentences into sign words. The NMT
technique uses RNN and its variants to process the longer
sequences and produces better results in different domain
applications. We introduce the novel deep-stacked GRU
technique in machine translation tasks to achieve greater
translation results over multilingual input sentences. The
translation process is carried out using the following steps:
The first step deals with the text preprocessing of the spoken
sentences. The spoken sentences are cleaned by removing the
special characters, punctuation marks, and symbols. We add
the <START> token at the beginning of the sentences and
<END> tokens at the end of the sentences. This approach
benefits the model learning process of where to start and
stop. The word embedding techniques are used to convert the
tokens into dense vectors and pass them to the next level. The
proposed deep-stacked GRU technique efficiently handles
the translation tasks and produces accurate results. The GRU
networks use two gates: (i) the update gate and (ii) the forget
gate. The update gate governs the information to be newly
added and the forget gate regulates the information to be kept
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or thrown away. The following equations clearly explore the
various operations of GRU units.

The deep-stackedGRUunits are chain-link based on differ-
entmoduleswhich are executed iteratively in order to produce
the sequential outputs. The input value from the current step
is denoted as xt and the input of previous hidden layers is
represented as ht−1. The operations of the update gate (Zt)
are represented using Equation 7.

Zt = σ
(
W(z)xt + Urht−1

)
(7)

The current input value (xt) and the weight (W) values are
multiplied in the first part, and the second part multiplies the
previous hidden state values (ht−1) and its weights (U) and
finally the values are summed up to provide the new values
to the update gate. The sigmoid (σ ) activation function is
applied over the resultant values to round up the prediction
results in the range of zero to one. The update gate concludes
the volume of information to be passed to the next state. The
reset gate decides the removal of information based on the
importance of particular vector towards the prediction of next
sequences. The executions of reset gate are demonstrated
using the Equation 8 as follows.

rt = σ
(
W(r)xt + Urht−1

)
(8)

The reset gate (rt) combines the results of the multiplication
operation performed on the input (xt) and weight (W) values
as well as the previous hidden node values (ht−1) and its
weight values (U). The sigmoid activation is applied to the
results. The current values (hcur) to be present in the memory
unit are computed using Equation 9.

hcur = tanh (Wxt + rt � Uht−1) (9)

The current and previous node values are multiplied with
weight values. The Hadamard product, known as element-
wise multiplication, is performed over the reset gate and pre-
vious hidden states values. Finally, the non-linear activation
function tanh is computed on the final outcome. The last step
results in being recorded in memory units (hf) at time step t
is computed using Equation 10.

hf = Zt � ht−1 + (1− Zt)� h
′

t (10)

The deep stacked approach provides better results over a
wider range of applications and reduces the computational
complexity of the model drastically. The deep stacked GRU
has several units of GRU blocks and performs the model
training in parallel. The detailed structure of deep stacked
GRU units is depicted in Figure 6.

Further, we incorporate the attention mechanism proposed
by Bahdanau et al. [71]. The attention mechanism focuses
on the particular context in encoder unit matching with target
translation to yield high quality results. The cyclic execution
of the deep stacked GRU units is shown clearly in Figure 7.

The GRU units process the spoken sentences input using
encoder and decoder based approach. The encoder network
of GRU processes the source format of input sentences.

FIGURE 6. Proposed deep stacked GRU system.

FIGURE 7. Execution flow of GRU based encoder decoder system.

The dense vector values of each word are passed to a feed
forward neural network to learn the source representation.
The proposed hybrid NMT model handles varying lengths of
sentences and changes the translation results accordingly. The
score values produced by the networks are further processed
by the softmax function and yield attention weights. The
context vectors are calculated by multiplying the attention
weight values and hidden state values.

We incorporated the attention mechanism proposed by the
researcher Bahdanau et al. [71] to yield the accurate trans-
lation results. The attention vector is estimated by concate-
nating the context vectors and previous output. Finally, the
decoder network produces the target sign gloss output. The
proposed hybrid NMT + Attention model is evaluated using
the three benchmark sign corpus datasets such as RWTH
PHOENIX Weather 2014T dataset [72], How2Sign Dataset
[73], and ISL-CSLTR Dataset [41] and the results are shown
in section 4. The computation of attention weights is done
using Equation 11.

αts =
exp(score(ht , h̄s))∑S
s′=1 exp(score(ht , h̄s′ ))

(11)

The context vector is calculated by using Equation 12.

ct =
∑
s

αtsh̄s (12)

The Bahdanau’s attention vector is calculated by using
Equation 13.

at = f (ct, ht) = tanh (Wc [ct;ht]) (13)

The proposed Deep stacked GRU algorithm uses stacked
layers of GRU to effectively process the sequential inputs and
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translate them into target form. We apply the Bahdanau et al.
[71] attention mechanism to compute distinct context vector
values and get good results. The recursive nature of GRU
processes the entire source sentences and translates them into
target sentences. We use beam size 10 and tanh and sigmoid
activation functions. The proposed model totally processes
40k sentences by combining multilingual sign corpus col-
lected from different sources.

C. POSE ESTIMATION USING MEDIAPIPE
The MediaPipe library was developed to provide human pose
estimation results over image and video files. This framework
is stated as an impressive one to track the details of human
activity in public environments, sign gesture pose recogni-
tion, fraud monitoring, and yoga pose analysis. We use the
MediaPipe library to estimate the poses of different signers
and key points, which are used for generating the new poses
using the deep generative networks. The sample results of the
MediaPipe library are shown in Figure 8.

FIGURE 8. Sample human pose estimation results and 3D plots using
MediaPipe library.

D. SL VIDEO GENERATION
The sign gesture video generation tasks are performed using
deep generative models. We introduce the novel Dynamic-
GAN network for producing plausible, photo-realistic high
quality videos. The video generation involves a series of step-
by-step approaches to produce high-quality results. We care-
fully investigated the various mathematical models and deep
generative frameworks to develop the novel framework. The
advancements of GAN networks have found them proficient
in generating high quality images and videos. The GAN
networks synthesis the medical images efficiently as well.
We incorporate the conditional GAN model [67] as the basic
framework for our proposed DynamicGAN model. Further-
more, we use the VGG-19 pre-trained CNN network for sign
gesture classification. The techniques such as intermediary
frame generation, deblurring and image alignment, pixel nor-
malization, video completion are added additionally with the

generator network to produce the photo-realistic high quality
sign gesture videos. The integrated architecture for translat-
ing the multilingual sentences to sign video generation is
shown in Figure 9.

FIGURE 9. SL gesture video generation using NMT+openpose+GAN
techniques.

The GAN network consists of two units known as the
generator unit and the discriminator unit. The generator unit
produces the new images or videos from the noise distribution
of real data. The latent space provides various details of real
data based on which, it produces the new images or videos.
The conditional GAN model uses conditioned labels to pro-
duce the sharp images. The generated results are verified by
the other unit known as the discriminator. The discriminator
unit classifies the real and fake samples as shown in Figure 10.

FIGURE 10. Discriminator network classification results.

Depending on the classification results, the generator
networks fine tune their performance to produce plausible
images and videos. We use a U-Net-like framework [74]
for learning the structure of real data distribution. From
which, the target pose images are generated quantitatively.
The encoder network performs the convolution function,
batch normalization and activation function for Leaky ReLU.
The decoder network utilizes the transposed convolution
function, batch normalization techniques, dropout regular-
izer, and finally, ReLU activation functions. The loss value
for the generator network is computed using the sigmoid
cross-entropy loss. Further, the L1 loss calculates the mean
absolute error between the real and generated results and
aids in producing high quality results. The Discriminator unit
incorporates the PatchGAN [52] classification techniques to
discriminate the real and fake samples. The Convolution
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function, Batch normalization, and the Leaky ReLU activa-
tion function are applied sequentially to produce plausible
outcomes. The discriminator network estimates the realness
of the generated results. It uses sigmoid cross-entropy loss
function to measure the quality of generated results com-
pared with real ones. The proposed Dynamic GAN model
is implemented in high end GPU based environment. The
Dell Precision 7820 Tower workstation is used to accomplish
the entire development process. It comprises pairs of Intel
Xeon Silver 4210 2.2. GHz processors and 10 cores. The
Nvidia Quadro RTX40000 provides GPU support for model
training. We use batch normalization and Adam optimization
techniques with the values α = 2e-4, β = 0.5 and β = 0.999.
We set the batch size value as 128, dropout is 0.01 and initial
learning rate as 0.01. The Leaky ReLu value is set as 0.1
and ReLu activation functions are further applied. The mini
batch size is set as 100 and the momentum is 0.05. The pro-
posed DynamicGAN framework is experimented using the
multilingual sign corpus such as RWTH-PHOENIX-Weather
2014T dataset, ISL-CSLTR dataset, and How2Sign dataset.
The results are shown in section 4.

We use the Mean Squared Error (MSE) Metric to evaluate
the loss values in the generator network outcomes stated in
Equation 14.

LMSE (xt, gn) = `MSE (G (Xxt) , gn) = ‖G (xt)−gn‖2

(14)

The Sigmoid Cross-Entropy loss combines the activation
function sigmoid as well as the Cross-Entropy loss function.
Due to the independent execution of these loss functions,
it does not affect the results of one on another.

E. DATASET
RWTH-PHOENIX-Weather 2014T dataset: This dataset
deals with the SLRT research for German sign language [72].
It consists of 40k videos for sentence level. The videos are
recorded using 9 native signers.

ISL-CSLTR dataset: The ISL-CSLTR dataset was pub-
lished by the researchers [41] to conduct the SLRT research
in Indian sign language. It consists of 700 videos for 100 sen-
tences each. The videos are recorded using seven differ-
ent signers. How2Sign dataset: The How2Sign dataset [73]
contains the SLRT research for American Sign Language.
It consists of 2,456 videos for sentences. The videos were
recorded using 11 different signers.

IV. EXPERIMENTAL RESULTS
This section provides the experimental results of various
phases of development, which are performed and investigated
to build a complete framework for SLRT research challenges.
The proposed H-DNA framework functionalities are tested
in different stages of the development cycle. In addition to
that, we have shown the user interface screens of the final
application. During the first phase of development, the SL
recognition model is implemented using hybrid CNN+Bi-
LSTM techniques. The proposed model has been trained

and validated to produce better results. We inputted 25k
images for training and 5k images for validation purposes.
The model performance is shown in Figure 11. The proposed
model achieves significant improvements in classification
accuracy and recognition performance. Furthermore, we plot
the confusion matrix for obtaining the classification perfor-
mance. The confusion matrix results are shown in Figure 12.
This demonstrates the improved performance of the proposed
hybrid CNN-LSTM model.

FIGURE 11. Accuracy and loss evaluation of hybrid CNN-LSTM model.

FIGURE 12. Confusion matrix results of the hybrid CNN-LSTM Model.

The classification performance of the proposed hybrid
CNN-LSTM model is evaluated using the following metrics.
The accuracy of the proposed model is compared with the
existing work and the comparison results are tabulated in
Table 2.

We further investigated the proposed hybrid CNN+Bi-
LSTM model performance using the following equations.
The precision is computed using the Equation 15, the Recall
is calculated using Equation 16, F1 Score is calculated using
the Equation 17 and the accuracy is computed using the
Equation 18 where TP, TN, FP, FN denotes true positive, true
negative, false positive and false negative values. The various
quality metrics are computed using the following Equations
and the results are tabulated in Table 3.

Precision =
TP

TP+ FP
(15)

Recall =
TP

TP+ FN
(16)
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TABLE 2. Comparison of existing SL recognition models with hybrid
CNN-LSTM model.

F1 Score = 2 ∗
Recall ∗ Precision
Recall+ Precision

(17)

Accuracy =
TP+ TN

TP+ FP+ TN+ FN
(18)

The performance of the hybrid NMT + Attention model is
evaluated using the BLEU metrics depicted in Figure 13.
It shows the performance of the proposed hybrid NMT +
Attention model compared with existing work. Further, the
performance of the hybrid NMT + Attention model is
analyzed using the attention plots depicted in Figure 14.
The attention plot shows the real translation performance
of the model by comparing the source and target sentences.
The blocks are highlighted in white color representing the
role of attention mechanism in the context of particular word
translation.

FIGURE 13. Hybrid NMT+Attention model evaluation results using BLEU
score metric by considering the various word length.

TABLE 3. Hybrid CNN-LSTM model performance comparison using
existing frameworks.

FIGURE 14. (a), (b) Attention plot results for ISL-CSLTR dataset,
(c) How2Sign dataset, (d) RWTH-PHOENIX-Weather 2014T dataset.

We compared the proposed Dynamic GAN model perfor-
mance in terms of quality and quantity by experimenting with
multilingual sign language datasets and the results are shown
below. Figure 15 depicts the video generation results of
RWTH-PHOENIX-Weather 2014T dataset, Figure 16 shows
the video generation results of the ISL-CSLTR dataset and
Figure 17 depicts the video generation results of RWTH-
PHOENIX-Weather 2014T dataset. We further compared the
proposed Dynamic GANmodel with existing deep generative
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FIGURE 15. Video generation results of DynamicGAN model for
RWTH-PHOENIX-Weather 2014T dataset.

FIGURE 16. Video generation results of DynamicGAN model for ISL-CSLTR
dataset.

FIGURE 17. Video generation results of DynamicGAN model for
How2Sign dataset.

models. The quantitative evaluation is carried out using the
benchmark sign corpus. The results show the improved per-
formance of our approach compared with existing models.
Table 4 depicts the performance of the proposed model com-
pared with existing models in terms of realism, relevance, and
coherence using human evaluators. We validated the gener-
ated frame quality and temporal coherence using FID2Vid
scores shown in Table 5.

The Structural Similarity Index Measure (SSIM) metric
represented using Equation 19 is used for assessing the image
quality. We use the SSIM metric for comparing the model’s
performance with existing approaches. This metric assesses
the structural information degradation of generated video
frames and the results are shown in Table 6.

l (x, y) =
2µxµy + C1

µ2
x + µ

2
y + C1

(19)

The proposed DynamicGAN model performance has experi-
mented with inception score metrics. The high score denotes

TABLE 4. Comparison of DynamicGAN model performance with existing
works by human evaluation metrics.

TABLE 5. Performance Comparison of DynamicGAN model for FID2vid
metrics.

TABLE 6. Cmparison of Structural Similarity Index Measure (SSIM) metric.

the model’s performance over multiple domains and the gen-
eration capability of the generator. The computation of IS is
performed using the following Equation 20.

IS(G) = exp
(
Ex∼pgDKL (p (y | x) ‖p(y) )

)
(20)

Let x denotes the generated images of the generator network
G, let p (y | x) denotes the class distribution of generated
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TABLE 7. Comparison of inception score of dynamic GAN model.

TABLE 8. PSNR Score evaluation for multilingual sign corpus.

samples and the marginal probability function, denoted as
p (y) . The Inception score results are depicted in Table 7.
The PSNR metric provides a comparison result between

real and generated results. The high PSNR indicates the
improved quality of the generated results. The PSNR metric
is compared between different sign corpus for analyzing the
proposed DynamicGAN Model performance. The results of
the PSNR metric are shown in Table 8 and calculated using
Equation 21 and Equation 22.

PSNR (gt, ge) = 10log10

(
2552

MSE (gt, ge)

)
(21)

MSE (gt, ge) =
1

MN

M∑
i=1

N∑
j=1

(
gtij − geij

)2
(22)

The Frechet Inception Distance (FID) metric is used to assess
the quality of generated video frames and is computed using
Equation 23. The quality of pixels and temporal consistency
are measured. The lowest FID scores indicate better results.
The mean and covariance values are computed to compare

TABLE 9. Fréchet inception distance (FID) metric evaluation for
multilingual sign corpus.

TABLE 10. Temporal consistency metric (TCM) metric evaluation for
multilingual sign corpus.

the generated results with real data distribution. The results
of the FID metric are shown in Table 9.

d2 ((mr, 6r) , (mf, 6f)) = ‖mr−mf‖22

+Tr
(
6r6f −

(
2 (6r6f)

1/2
))
(23)

We further evaluated our model performance using Tem-
poral Consistency Metric (TCM) metric to provide real
score for videos related to consistency in the temporal
sequences to produce high quality videos rather than com-
paring with single frame level. The table 10 list the evaluation
scores for TCM Metric and compares with other benchmark
datasets.

The user interface based H-DNA implementations are
shown in Figures 18 and 19. It shows the sample SL recog-
nition and SL video generation results.

Figure 18 and Figure 19.
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FIGURE 18. Sample UI based sign gesture recognition results using the
H-DNA framework.

FIGURE 19. Sample UI application results for video generation using the
H-DNA framework.

V. CONCLUSION
This paper contributes to the development of a deep learn-
ing framework for end-to-end sign language recognition,
translation, and generation. We addressed the challenges
that persist with earlier SL recognition and video generation
approaches using the proposed H-DNA framework. We eval-
uated the model performance using the RWTH-PHOENIX-
Weather 2014T dataset, the How2Sign dataset, and the
ISL-CSLTR datasets quantitatively and qualitatively. The
proposed H-DNA framework is also evaluated qualitatively
using various quality metrics. The generated video frames
show the quality of the outcome of our work. We achieved
a comparatively greater recognition rate and generating per-
formance than earlier approaches. The proposed model has
achieved the above 95% classification accuracy towards SL
recognition, 38.56 average BLEU score, remarkable human
evaluation scores, 3.46 average FID2vid score, 0.921 aver-
age SSIM values, 8.4 average Inception Score, 29.73 aver-
age PSNR score, 14.06 average FID score, and an average
0.715 TCM Score. These scores are notably higher than ear-
lier models. The evaluation of realism, relevance, and coher-
ence factors is carried out by employing human evaluators
and produces good results in real time scenarios.
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