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Abstract
In computational chemistry, the high-dimensional molecular descriptors contribute to the curse of dimensionality issue. 
Binary whale optimization algorithm (BWOA) is a recently proposed metaheuristic optimization algorithm that has been 
efficiently applied in feature selection. The main contribution of this paper is a new version of the nonlinear time-varying 
Sigmoid transfer function to improve the exploitation and exploration activities in the standard whale optimization algorithm 
(WOA). A new BWOA algorithm, namely BWOA-3, is introduced to solve the descriptors selection problem, which becomes 
the second contribution. To validate BWOA-3 performance, a high-dimensional drug dataset is employed. The proficiency of 
the proposed BWOA-3 and the comparative optimization algorithms are measured based on convergence speed, the length 
of the selected feature subset, and classification performance (accuracy, specificity, sensitivity, and f-measure). In addition, 
statistical significance tests are also conducted using the Friedman test and Wilcoxon signed-rank test. The comparative 
optimization algorithms include two BWOA variants, binary bat algorithm (BBA), binary gray wolf algorithm (BGWOA), 
and binary manta-ray foraging algorithm (BMRFO). As the final contribution, from all experiments, this study has success-
fully revealed the superiority of BWOA-3 in solving the descriptors selection problem and improving the Amphetamine-type 
Stimulants (ATS) drug classification performance.
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Introduction

It was reported in World Drug Report 2021 [1] that 
there was an increase of more than tenfold the amount 
of seized Amphetamine-type Stimulants (ATS) drugs for 
2015–2019. Methamphetamine was the dominant kind 
of ATS seized in 2019, followed by amphetamine and 
"ecstasy." The previous decade has shown the availabil-
ity of numerous substances in the drug market with the 
growth of the dynamic market for the non-medical use of 
prescription and synthetic drugs. Therefore, developing a 
fast and efficient analytical method for seized ATS drugs 
and biological samples would be a great tool to prevent 
ATS drug smuggling and trafficking. It would also con-
tribute to establishing a drug-free society [2].

Cheminformatics can provide a computational method 
in ATS drug analysis and testing that is much cheaper and 
faster. The important element in computational chemis-
try is molecular descriptors. Molecular descriptors keep 
information about the molecule and have become a support 
to many contemporary computational models. However, 
too much information stored in the molecular descriptors 
may cause the computational model to suffer from the 
curse of dimensionality. Feature or descriptor selection 
is a preprocessing technique that is generally used in the 
cheminformatics domain to determine a relevant descrip-
tors subset from a problem domain but still uphold suitably 
high accuracy in indicating the original descriptors [3]. 
Descriptor selection aims to get rid of those noisy, irrel-
evant, or misleading descriptors for the model-building 
tasks envisage.

Metaheuristic algorithm, specifically the swarm-intelli-
gence (SI) algorithm, has garnered considerable attention 
in the cheminformatics domain and achieved competi-
tive results when solving descriptors selection problems. 
Generally, the SI algorithm is integrated within the wrap-
per feature selection technique to optimize the feature 

searching process. Table 1 outlines some of the successful 
implementation of SI algorithms as molecular descriptors 
selection techniques.

A binary whale optimization algorithm (BWOA) is pro-
posed in this paper to resolve a molecule descriptors selec-
tion problem for ATS drug classification. To generate the 
BWOA, the newly introduced version of the nonlinear time-
varying Sigmoid transfer function is employed. In addition, 
the recently developed 3D molecular descriptors, namely 
Three Dimensional Exact Legendre Moment Invariants 
(3D ELMI) molecular descriptors by Pratama et al. [12], 
are employed to represent the ATS and non-ATS drug com-
pounds. The calculated molecular descriptors are then used 
as the dataset to validate the performance of the proposed 
BWOA.

The structure of this paper is as follows: Sect. 2 gives 
a detailed description of the whale optimization algorithm 
(WOA). Section 3 briefly describes the proposed transfer 
function and its application in BWOA for feature selection. 
Section 4 provides details regarding the method and materi-
als used to run experiments. The experimental results are 
discussed in Sect. 5. Lastly, the concluding remarks and 
opportunities for future work are stated in Sect. 6.

Whale optimization algorithm (WOA)

In 2016, Mirjalili and Lewis proposed an algorithm that is 
inspired by the hunting mechanism of humpback whales 
called bubble-net foraging, known as a whale optimiza-
tion algorithm (WOA) [13]. Initially, the WOA algorithm 
will assume the target prey as the best search agent (whale) 
that is near to the optimum. Then, other search agents will 
update their positions based on the best search agent. WOA 
swarming behavior is simulated in mathematical formula-
tions below:

Table 1  Previous works on SI-based Descriptors Selection

Year Application Swarm Intelligence Algorithms Paper

2017 QSAR modeling Salps algorithm [4]
2018 Drug classification Chaotic dragonfly algorithm (CDA) [5]
2020 QSAR modeling Binary grasshopper optimization algorithm (BGOA) [6]
2020 QSAR/QSPR classification 

modeling
Binary pigeon optimization algorithm (BPO) [7]

2020 Drug classification Binary particle swarm optimization algorithm (BPSO), BWOA, and binary manta-ray opti-
mization (BMRFO)

[8]

2020 QSAR modeling Harris hawks optimization (HHO) algorithm [9]
2020 QSAR modeling Hybrid Harris hawks optimization with cuckoo search and chaotic map (CHHO–CS) [10]
2021 QSAR modeling Seagull optimization algorithm (SOA) [11]
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where t is the iteration number. Whale(t) denotes the candi-
date search agent at iteration number t  and Whale∗(t) indi-
cates the best search agent (prey) so far. On the other hand, 
A and C are coefficient numbers mathematically formulated 
via Eqs. 3 and 4. Moreover, D indicates the distance vec-
tor between the search agent and prey. In each iteration, 
Whale∗(t) is updated when there is a better solution.

where r is a random vector in [0, 1], while the value of a 
linearly decreases from 2 to 0 over iterations. The bubble-net 
behavior of humpback whales in the exploitation phase is 
designed based on two mechanisms: (1) Shrinking encircling 
of prey: The humpback move in a shrinking encircling along 
a spiral-shaped path toward the prey by decreasing a variable 
value in Eq. 5. A is a random value in the interval (−a, a),

where t indicates the iteration number and T is the maximum 
number of iterations. (2) Spiral updating position: A loga-
rithmic spiral function is used to imitate the helix-shaped 
movement of humpback whales between the candidate 
search agent Whale(t) and the prey Whale∗(t) so far. This 
procedure is mathematically expressed in Eq. 7.

where b is a constant and l is a random number in the range 
between −1 and 1.

During the optimization phase, an assumption of 50% 
probability is used to choose between these two mechanisms 
to update the whales' position. The mathematical formula-
tion to model this behavior is established as follows:

where p is a random number in (0, 1).
In the exploration phase, the hunt for prey is conducted at 

random. Contradicting with the exploitation phase, a search 
agent position is updated following a random search agent. 
A contains a random value that is either greater than 1 or less 
than − 1. These values will urge the search agent to move far 

(1)D = ||C ⋅Whale∗(t) −Whale(t)||,

(2)Whale(t + 1) = Whale∗(t) − A ⋅ D,

(3)A = 2 ⋅ a ⋅ r + a,

(4)C = 2 ⋅ r,

(5)a = 2 − t
2

T
,

(6)D∗ = ||Whale∗(t) −Whale(t)||,

(7)Whale(t + 1) = D∗
⋅ ebl ⋅ cos (2�l) +Whale∗(t),

(8)

Whale(t + 1) =

{
Whale∗(t) − A ⋅ D, if p < 0.5,

D∗
⋅ ebl ⋅ cos (2𝜋l) +Whale∗(t), if p ≥ 0.5,

away from the best search agent. With this mechanism and 
|A| > 1 , it allows WOA to perform a global search in overcom-
ing the problem of the local optima. Finally, Eq. 10 describes 
the mathematical formulation:

where Whalerand indicates a search agent that is randomly 
chosen from the current population.

The proposed binary whale optimization 
algorithm (BWOA)

This study proposed a binary whale optimization algorithm 
(BWOA) that aims to solve two issues: (1) High-dimensional 
molecular descriptors and low classification accuracy, (2) 
Slow convergence rate and difficulty in balancing explora-
tion and exploitation in the existing BWOA. In addition, a 
new version of the time-varying Sigmoid transfer function 
is proposed as the improvement strategy in the proposed 
BWOA and is described in detail in the next section.

New version of nonlinear time‑varying sigmoid 
transfer function

In binary optimization problems, transfer functions were 
used to control the two basic activities in the swarm intel-
ligence (SI) algorithms: exploration and exploitation [14]. 
The Sigmoid transfer function was widely used in binary 
optimization algorithms, but it cannot provide enough bal-
ance between these two activities. To overcome the problem, 
Islam et al. [15] proposed a time-varying transfer function 
as given below:

where Tv denotes a control parameter of the time-varying 
that decreases over iterations. Each element in the whale's 
position vector is transformed based on Eq. 12 proposed by 
Kennedy and Eberhart [16] according to the probability 
value Sigmoid

(
����������⃗Whale(t + 1)

)
 calculated using Eq. 11:

rand is a random number in [0, 1].
The time-varying ( Tv ) with a linear update is utilized as 

follows:

(9)D = ||C ⋅Whalerand −Whale||,

(10)Whale(t + 1) = Whalerand − A ⋅ D,

(11)Sigmoid
(
����������⃗Whale(t + 1)

)
=

1

1 + e

(
−�������⃗Whale(t+1)∕Tv

) ,

(12)

����������⃗Whale(t + 1) =

{
1, if r and < Sigmoid

(
����������⃗Whale(t + 1)

)
,

0, otherwise,
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where Tvmin , Tvmax are the control parameter's minimum and 
maximum values, t is the current iteration, while T  indicates 
the maximum number of iterations.

Recently, Kahya et al. proposed two time-varying update 
strategies [17]: The nonlinear and the decreasing shape and 
implemented in BWOA for feature selection problems. This 
points out that the time-varying update techniques over 
transfer function are very critical to avoid stagnation to 
local optima. Moreover, this method is employed to explore 
numerous regions in the search space discovering the global 
optima. Their findings revealed that BWOA with a nonlin-
ear time-varying update strategy had provided good conver-
gence, a small selected feature subset, and high classification 
accuracy. It also had overcome the linear and the proposed 
decreasing shape update strategies.

Therefore, this study proposes a new version of the time-
varying Sigmoid transfer function in Eq. 14 that is not pre-
sented in [17] to compute the probability of shifting the con-
tinuous whales' positions to binary. The standard version 
of the transfer function in Eq. 13 is employed by Heba to 
produce a BWOA in [18].

A nonlinear time-varying ( Tv ) update formulation is uti-
lized, and the formulation denotes in Eq. 15 [17]:

In this study, 4 and 0.01 were set to Tvmax and Tvmin [19, 
20], respectively. Alpha ( �) is set to 0.5 similar to the one 
in [17].

Fitness function

The two objectives of feature selection are to attain high 
classification accuracy and fewer features [21]. Since wrap-
per-based feature selection technique is used, a classifica-
tion algorithm participates in the feature evaluation process. 
Equation 16 represents the fitness function used to evaluate 
solutions in the feature selection process where it is designed 
to have a balance between the two objectives. The small fit-
ness value (small classification error rate and a less number 
of selected features) implies the best feature subset.

(13)Tv(t) = Tvmax +
(
Tvmin − Tvmax

)( t

T

)
,

(13)Sigmoid
(
����������⃗Whale(t + 1)

)
=

1

1 + e
−10

(
�������⃗Whale(t+1)−0.5

) .

(14)Sigmoid
(
W⃗(t + 1)

)
=

1

1 + e
−10

(
�������⃗Whale(t+1)∕Tv−0.5

) .

(15)Tv(t) = Tvmax +
(
Tvmin − Tvmax

)( t

T

)�

.

where CER represents the classification error rate calculated 
by the classification algorithm. ||Fselect

|| is the length of the 
selected feature subset, and ||Factual

|| is the original size of 
features in the dataset, �, and � are the two parameters cor-
responding to the importance of classification quality and 
feature subset length. � ∈ [1, 0] and � = (1 − �) are adopted 
from [21, 22]. We considered the classification performance 
to be the most important metric. Thus, � and �  are set to 
0.99 and 0.01 [19, 21] (Fig. 1).

Method and material

Dataset

This study uses the Three-Dimensional Exact Legendre 
Moment Invariants (3D ELMI) molecular descriptors of 
Amphetamine-type Stimulants (ATS) and non-ATS drugs 
as the dataset [12]. The dataset contains 1187 attributes 
(including the class label) and 7190 drug instances with an 
equal number of ATS drug molecules (from the pihkal.info 
database) and non-ATS drug molecules (from ChemSpider 
database). Table 2 displays the dataset description. In addi-
tion, works in [23] described the procedures involved in con-
structing 3D ELMI molecular descriptors. Besides, research 
in [24] has employed another type of moment invariants to 
generate the molecular descriptors for the same ATS and 
non-ATS drugs.

Methodology

Figure 2 illustrates the architecture of the binary whale 
optimization algorithm (BWOA) for solving the molecu-
lar descriptor selection problem. The proposed approach 
is expected to accelerate and ease the learning process of 
the selected classifier after eliminating irrelevant molecular 
descriptors in the original dataset. This process can improve 
the classification accuracy efficiently. A new proposed ver-
sion of the nonlinear time-varying sigmoid transfer func-
tion or BWOA-3 is integrated into the wrapper feature selec-
tion algorithm. BWOA-3 is responsible for searching and 
selecting the relevant molecular descriptors. The selected 
descriptors are then evaluated by the k-NN classification 
algorithm (with Euclidian distance and k = 5) [25] with the 
implementation of a holdout validation strategy with strati-
fied random sampling of 80% train set and 20% test set [26, 
27]. Stratification split is used to reduce the extent of overfit-
ting in the classification model [28, 29]. The classification 
error rate [18, 26, 30, 31] is calculated from the test set 

(16)↓ Fitness = � × CER + � ×
||Fselect

||
||Factual

||
,
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as input to BWOA-3 to compute the fitness of each search 
agent (whale) to discover the global solution. The low fitness 
value signifies the best whale with an optimal solution. The 
searching of optimal descriptors is repeated and terminated 
when the specified maximum iteration is reached. The opti-
mal descriptor subset is then input to the k-NN classifier to 
get the final classification result.

Parameter settings

All algorithms are repeated ten times in the experiments 
with different random seeds. The random seed is used to 
ensure all algorithms started with the same random num-
bers, evaluated with the same data partitions, and repro-
ducible results. The experimental results are viewed as the 

Fig. 1  Demonstration of the standard Sigmoid transfer function and nonlinear time-varying Sigmoid transfer functions when  Tv
max

 = 4 and Tv
min

 
= 0.01 during 70 iterations with time step 2. Note that more vertical curves belong to the lower values of Tv and increasing values of t

Table 2  Dataset description Attribute No. of attribute Attribute type Description

Molecule id 1 String The unique reference id of each drug
Feature n 1185 Numeric (real numbers) 3D ELMI molecular descriptors. n is the 

descriptor index starting from 1 to 1185
Class 1 Nominal {0,1} Binary class labels 0 (non-ATS) and 1 (ATS)
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mean of metrics obtained from ten independent runs to 
achieve statistically valid results. All algorithms are devel-
oped using MATLAB R2021a, performed on PC with an 
Intel Core i7-6700 machine, 3.40 GHz CPU with Windows 
10 operating system, and 16 GB of RAM. Table 3 outlines 
the parameter settings.

Performance metrics

Various metrics are applied to compare the proposed 
BWOA-3 with the comparative algorithms, including the 
average fitness, the standard deviation of fitness, the aver-
age accuracy, the standard deviation of accuracy, and the 
average length of the selected feature subset. In addition, the 
k-NN classifier performance was measured using sensitiv-
ity, specificity, and f-measure derived from the confusion 
matrix. The sensitivity metric evaluates the ability of the 
model to predict true positives. The metric specificity meas-
ures the ability of the model to predict true negatives, while 
the f-measure metric measures the level of accuracy that 
refers to the balance existing between sensitivity and preci-
sion. A precision metric is the ratio of the number of true 
positives that are predicted correctly. Furthermore, this study 
performed two nonparametric statistical tests: the Friedman 
test [32] and Wilcoxon signed-rank test [33] on BWOA-3 
and the comparative algorithms to check whether their per-
formance differences are significant or not. Also, a qualita-
tive assessment is performed by analyzing the convergence 
behavior of BWOA-3 and comparative algorithms based on 
convergence curves visualized in Fig. 3.

Results and discussion

Two experiments were conducted to evaluate the proposed 
algorithm. The first experiment in Sect. 5.1 aims to validate 
and compare the performance of the proposed BWOA-3 
algorithm with the two binary whale optimization algorithm 
(BWOA) variants: BWOA-1 [8, 18] and BWOA-2 [34]. The 
second experiment in Sect. 5.2 aims to compare the perfor-
mance of BWOA-3 with the other three swarm-intelligence 
(SI) algorithms: Binary bat algorithm (BBA) [35], Binary 

Fig. 2  BWOA Wrapper Feature 
Selection Architecture Wrapper feature selection

BWOA-3 k-NN classifier

Classification error rate

Feature subset

Optimal feature subset

3D ELMI
Molecular 
Descriptors

Final classification accuracy

k-NN classifier

Table 3  Parameter settings

Parameter Value

Search agent (whale) size, N 8
Iteration length, T 70
No. of runs, M 10
Problem dimension Same as 

number 
of fea-
tures

Search domain [0, 1]
�⃗a in BWOA Linearly 

decreased 
from 2 
to 0

Maximum frequency, fmax in BBA 2
Minimum frequency, fmin in BBA 0
Maximum loudness, A in BBA 2
Maximum pulse rate, r in BBA 1
� and � in BBA 0.9
Somersault factor, s in BMRFO 2
� in the fitness function 0.99
� in the fitness function 0.01
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gray wolf algorithm (BGWO) [30], and Binary manta-ray 
foraging algorithm (BMRFO) [36].

Assessment with other variants of BWOA

In this section, the experimental results achieved by BWOA-
1, BWOA-2, and BWOA-3 are presented. Please note that 
bolded and italic text highlighted the best results. Table 4 

reports the average fitness and the standard deviation of fit-
ness. The average accuracy, the standard deviation of accu-
racy, and the average number of features are indicated in 
Table 5. BWOA-3 has shown the smallest average fitness 
that indicates the algorithm has a good ability to avoid trap-
ping in local optima, thus obtaining the optimum solution. 
Associated with that BWOA-3 is seen has outperformed the 
BWOA-1 and BWOA-2 in terms of decreasing the number 
of selected features and increasing the classification accu-
racy. Table 6 outlines the resultant average of accuracy, 
specificity, sensitivity, and f-measure by the k-NN classi-
fier employing descriptors selected by BWOA-1, BWOA-2, 
and BWOA-3 together with the Friedman test ranking value 
stated in the bracket. According to the Friedman test analy-
sis, the small rank value denotes the best result. By exam-
ining the results in Table 6, it witnessed that the BWOA-3 
algorithm is superior against the other BWOA variants when 
attaining the final Friedman rank 1.

Assessment with other SI algorithms

This section displays the comparative results of BWOA-3 
with BBA, BGWOA, and BMRFO in Tables 7, 8, and 9. As 
exhibited in Tables 7 and 8, the BWOA-3 algorithm is seen 
to overtake others with the lowest average fitness and was 
capable of selecting the smallest number of descriptors with 
the fastest computational (convergence) time. Moreover, it is 
also seen to achieve the highest average classification accu-
racy. The results in Table 9 show BWOA-3 are also promi-
nent in sensitivity, specificity, and f-measure by obtaining 
the smallest Friedman rank compared to BBA, BGWOA, 
and BMRFO algorithms.

Figure 3 demonstrates the convergence curve of all algo-
rithms. From observation, BWOA-3 converged faster and 
deeper than other algorithms to find the global optimum. 
This verified that the proposed transfer function had pro-
vided the fit balance between exploitation and exploration 
phases in BWOA-3 that leads to better convergence and 
high capability in avoiding the local optima. These factors 
have influenced a satisfactory performance in the BWOA-3 
algorithm.

Furthermore, a Wilcoxon signed-rank test based on the 
mean fitness is applied. The test is to validate whether there 
are significant differences in average classification accuracy 
between BWOA-3 and comparative algorithms with a sig-
nificance level of 0.05. The null hypothesis states that no 
significant difference between the two algorithms is accepted 
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Fig. 3  The convergence curves of BWOA-3 and comparative algo-
rithms

Table 4  Results of average fitness, fitness standard deviation (Std), 
and average computational time (CT) (seconds) of BWOA-1, BWOA-
2, and BWOA-3 algorithms

Algorithm Avg Fitness Std Avg. CT (seconds)

BWOA-1 0.18570 0.01170 271.70
BWOA-2 0.21193 0.00625 721.20
BWOA-3 0.17872 0.00639 113.50

Table 5  Results of average accuracy, accuracy standard deviation, 
and the average number of selected descriptors of BWOA-1, BWOA-
2, and BWOA-3 algorithms

Algorithm Avg Accuracy Accuracy Std Avg No. of 
Descriptors

BWOA-1 81.47 1.10489 272
BWOA-2 79.21 0.59741 721
BWOA-3 82.04 0.66106 114

Table 6  Comparison of 
classification performances 
of BWOA-1, BWOA-2, and 
BWOA-3 algorithms using 
Friedman ranks

Algorithm Avg Accuracy Avg Sensitivity Avg Specificity Avg F-Measure Avg rank Final rank

BWOA-1 81.47 (2) 82.49 (1) 80.71 (3) 82.27 (2) 2 2
BWOA-2 79.21 (3) 76.23 (3) 82.98 (2) 80.33 (3) 2.75 3
BWOA-3 82.04 (1) 79.40 (2) 85.22 (1) 82.82 (1) 1.25 1
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when the p-value is greater or equal to 0.05. Otherwise, the 
null hypothesis is rejected when the p-value is lower than 
0.05. The p-value value greater or equal to 0.05 is underlined 
in Table 10. As seen in Table 10, all the comparative algo-
rithms state a p-value less than 0.05 when compared with 
BWOA-3, which proved there are significant differences in 
mean classification accuracy.

As can be observed in Table 11, the descriptors subset 
selected by the proposed BWOA-3 has improved the perfor-
mance of the k-NN classifier by effectively reducing 90.71% 
of the average computational time and increased the average 
accuracy by 30.44%, average sensitivity by 26.71%, average 
specificity by 34.99%, and average f-measure by 31.02%. 
Furthermore, the application of stronger classification algo-
rithms such as support vector machines and random forest 

are believed can improve the classification accuracy together 
with the selected descriptors.

Conclusions and future work

In this paper, the new variant of binary whale optimization 
algorithm (BWOA) with the employment of the new ver-
sion of the nonlinear time-varying Sigmoid transfer func-
tion, namely BWOA-3, was proposed. BWOA-3 is applied 
to the descriptors selection problem for Amphetamine-type 
Stimulants (ATS) drug classification. The performance of 
BWOA-3 is compared with two variants of BWOA, BBA, 
BGWO, and BMRFO. The experimental results showed 
that BWOA-3 overtook the comparative optimization algo-
rithms that evidenced that the transfer function selection 
has significantly enhanced the BWOA algorithm in terms 
of convergence speed, classification performance, number 
of selected features, and stability quality. Additionally, it 
exhibited that the proposed model was efficient, fast, and 
coherent. This research opens several research directions 
for future work in the fields of optimization, metaheuristics, 
feature selection, and applications of these disciplines. As 
future directions, we think that proposing several new time-
dependent transfer functions is highly beneficial to develop 
enhanced binary optimizers and may change the direction 
of research in the binary optimization field. As a next step, 

Table 7  Results of average fitness, fitness standard deviation (Std), 
and average computational time (CT) (seconds) of BWOA-3 with 
other SI algorithms

Algorithm Avg Fitness Fitness Std Avg. CT (seconds)

BWOA-3 0.17872 0.00639 113.50
BBA 0.20710 0.01244 283.15
BGWO 0.18567 0.00471 494.80
BMRFO 0.18909 0.00723 596.78

Table 8  Performance comparisons between BWOA-3 and other SI 
algorithms based on the average accuracy, the standard deviation of 
accuracy, and the average number of selected features

Algorithm Avg Accuracy Std Accuracy Avg No. of 
Descriptors

BWOA-3 82.04 0.66106 114
BBA 79.30 1.18100 255
BGWO 81.43 0.46631 319
BMRFO 81.02 0.73987 144

Table 9  Comparison of 
classification performances 
of BWOA-3 with other SI 
algorithms using Friedman 
ranks

Algorithm Avg Accuracy Avg Sensitivity Avg Specificity Avg F-Measure Avg rank Final rank

BWOA-3 82.04 (1) 79.40 (1) 85.22 (1) 82.82 (1) 1 1
BBA 79.30 (4) 76.45 (4) 82.87 (4) 79.44 (4) 4 4
BGWO 81.43 (2) 78.68 (3) 84.99 (2) 82.39 (2) 2.25 2
BMRFO 81.02 (3) 78.91 (2) 83.83 (3) 81.87 (3) 2.25 2

Table 10  P-values of Wilcoxon 
signed-rank test based on 
average classification accuracy 
between BWOA-3 with 
comparative algorithms

Algorithm p-value

BWOA-1 0.037
BWOA-2 0.002
BBA 0.002
BGWO 0.002
BMRFO 0.002
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employing the nonlinear time-varying update formulation 
to other families of time-dependent transfer functions is an 
interesting research direction. Furthermore, the efficacy of 
the proposed BWOA-3 can be further examined by applica-
tion on the established molecular descriptors. Finally, the 
proposed BWOA-3 approach can be applied as preprocess-
ing step of many pattern recognition, machine learning, and 
feature selection tasks.
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