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ABSTRACT Phishing is a cyber attack that tricks the online users into revealing sensitive information with
a fake website imitating a legitimate website. The attackers with stolen credentials not only use them for the
targeted website but also can be used for accessing the other popular legitimate websites. There exists many
anti-phishing techniques, toolbars, extensions to counter the phishing sites but still the phishing attacks are
major concern in the current digital world. In this paper, we propose a multilayered stacked ensemble learning
technique which consists of estimators at different layers where the predictions of estimators from current
layer are fed as input to the next layer. From the experimental results, it is observed that the proposed model
achieved a significant performance when evaluated with different datasets with an accuracy of ranging from
96.79% to 98.90%. The proposed model is evaluated with datasets from UCI(D1), Mendeley 2018(D2) and
Mendeley 2020(D3,D4). The proposed model achieved detection rate of 97.76% with D1 dataset, achieved an
accuracy of 98.9% with D2 dataset. Finally, the technique is tested with D3 and D4 which resulted in accuracy
of 96.79% and 98.43% respectively. Also, the proposed model outperformed baseline models corresponding
to datasets with a significant difference in accuracy and F score metrics.

INDEX TERMS Phishing, anti-phishing, meta learner, ensemble, stacking, machine learning.

I. INTRODUCTION in figure 1 when compared with all the four quarters of 2019.

Now a days, the ease in communication over internet [1]
has brought revolutionary changes. This positive transfor-
mation drastically increases the number of internet users.
At the same time adversaries make use of this opportunity
to steal sensitive credentials of an internet user by creating
phishing websites or sending fake emails to naive online
users. Phishing is an online attack in which phisher sends
a fake email or replica of original website to all the online
users as bait and waits for the innocent users to fall as prey.
According to the phishing survey conducted by Anti-Phishing
Working Group(APWG),! it is observed that the total number
of phishing websites are increased in the year 2020 as shown

The associate editor coordinating the review of this manuscript and

approving it for publication was Li He
1 https://apwg.org/trendsreports/

VOLUME 10, 2022

Similarly, there are 165,772 phishing sites in first quarter of
2020 and it was slightly increased from 162,155 detected
phishing sites in quarter four of 2019. In general, phishing
attack can be designed in two ways such as
« Sending fake e-mail: a spoofed e-mail sent to the users
in the name of legitimate company or organization
« Sending Replica of website: attacker creates and
launches replica of original website on Twitter, Face-
book, google and on other social media platforms.
These phishing websites also uses the green padlock and
Hypertext Transfer Protocol Secure (HTTPS) to make
the users to believe that this phishing site as legitimate
one.
Many methods were proposed in the literature to detect and
prevent phishing. Some of these techniques are summarized
as follows.
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o Blacklist (Rao and Pais [2], Whittaker et al. [3], Rao and
Pais [4], Ma et al. [5]): The database of phishing URLs is
known as blacklist. These URLSs are blocked by the latest
browsers such as Chrome, Opera, Mozilla, etc. However,
this technique fails in preventing zero-day phishing sites.

o Feature extraction (Rao and Pais et al. [6],
Chou et al. [7], Shahriar and Zulkernine et . [8]; Rao
and Pais [9]): The features are extracted from different
phishing websites and they are used to detect and prevent
phishing attacks. However, the extracted features may
not be available in all phishing sites. Hence, the feature
extraction methods may not guarantee for the detection
and prevention of all websites.

e Machine  Learning (ML) (Ramana et al. [10],
Rao et al. [11], Xiang et al. [12]): The blacklist and
feature extraction techniques are not up to the mark in
detecting and preventing phishing attacks. In this con-
nection, classification models Rao and Pais [13] such as
Decision Tree (DT), Random forest (RF), etc. are used in
the detection process. From the existing literature (Rao
and Pais [13], Whittaker et al. [3], Khonji et al. [14]),
it is observed that the machine learning based methods
could achieve 99% of accuracy in detecting phishing
websites.

It is known that, the performance of ML algorithms depends
upon quantity of training data and quality of extracted fea-
tures from phishing websites. The traditional ML models are
unable to capture multiple characteristics of data due to data
diversity. Where as, ensemble learning is enough capable to
extract diversified features, combines predictive results pro-
duced by multiple learning algorithms, and finally, achieves
better predictive performance results via ensemble methods
such as voting, stacking, blending, averaging,etc.

Hence, this piece of work proposes a Multi layer stacked
ensemble model to detect and prevent phishing websites.
The main intention of using stacked ensemble is due to the
feature of harnessing the capabilities of range of well per-
formed models in the task of classification. The proposed
model is applied on two variants (small and large) of Mende-
ley Phishing Dataset (MPD).> The small variant phishing
dataset is named as dataset_small and large variant named as
dataset_full. Each dataset consists of 111 features with differ-
ent number of instances. The contributions of our proposed
model are given below.

o We proposed a multi layer staked ensemble model com-
bining various classifiers at different layers for the detec-
tion of phishing sites.

« We conducted experiments on various datasets of differ-
ent size (11 K, 10K, 58 K, 88 K) and different feature
space (30,48,111,111) to evaluate the behavior of the
model with varying dataset.

The remaining part of this paper is organized as follows.

The section II describes literature of various ML based
phishing detection and prevention techniques. Section III

2https://data.mendeley.com/datasets/72ptz43 s9v/1
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FIGURE 1. Unique phishing websites in each quarter.

describes the architecture and working of proposed model.
The implementation of different phases of proposed model
such as input dataset, data balancing, and Multi layer stacked
ensemble model is given in Section III. The experimental
results with various classifiers and baseline models are given
in Section IV. The justifications, group of all findings and
limitations of the proposed model is given in discussion
section V. Finally, section VI concludes the proposed piece
of work.

Il. RELATED WORK

There exists many antiphishing techniques that use whitelists,
blacklists, heuristics, visual descriptors, third party services
and machine learning algorithms for the detection of phishing
sites. Also, the techniques use the source code or URL for the
feature extraction to classify the phishing sites. Out of all the
antiphishing techniques, machine learning based techniques
played a vital role in detection of phishing sites. Moreover,
the existing literature demonstrates that machine learning
based solutions could achieve performance of atleast 99%.
Hence, we also attempted to use machine learning approach
for the phishing detection. Some of the recent and popular
antiphishing techniques are given below.

Shahrivari et al. [15] applied machine learning meth-
ods such as Logistic Regression (LR), Ada boost (AB),
RF, K-Nearest Neighbor(KNN), Neural Networks, Sup-
port Vector Machine (SVM), Gradient boosting(GB), and
XGBoost(XGB) on UCI phishing dataset. These models are
evaluated based on accuracy, precision, recall, F1 score, train-
ing time, and testing time.

Priya et al. [16] uses Gravitational Search Algorithm
(GSA) on UCI phishing dataset [17] to find optimal feature
subset and applies classification algorithms such as RF, DT,
Artificial Neural Networks (ANN), and KNN to classify
phishing and legitimate websites.

Adi et al. [18] employs feature selection methods such
as Information gain (IG), gain ratio, chi-square, and
correlation-based feature selection on UCI phishing [17]
dataset. The classification algorithms namely Naive-
Bayes(NB), KNN, SVM, DT and ID3 are applied on the
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selected feature subset and observed decrease in accuracy
of all these classification methods when compared with all
30 features. Similarly, Almseidin et al. [19] employs classi-
fication algorithms such as J48, RF, and Multi Layer Percep-
tion(MLP) along with feature selection methods information
gain and ReliefF on mendely [20] dataset.

Babagoli et al. [21] applied harmony search(HS) and SVM
after feature selection for the detection of phishing sites. The
results show that the HS with SVM performs better than
SVM alone. Similarly, Javadi-Moghaddam and Golami [22]
applied feature selection method ReliefF followed by DT,
NB, NN, KNN and SVM on UCI phishing [17] repository.
Alotaibi and Alotaibi [23] proposed a phishing detection
technique based on ensemble classifiers such as AdaBoost
and XGBoost. These Ensemble methods tested on both UCI
Phishing [17] and Mendeley [20].

Zhu et al. [24] proposed Optimal Feature Selection based
Neural Network (OFS-NN). The NN applied on the fea-
ture subset selected by OFS which selects optimal features
based on threshold value set to each feature. The calculation
of effective value of each feature determines its threshold.
The proposed OFS-NN Zhu e al. [25] is an improvement to
the Zhu et al. [24] and this model integrates Feature validity
value (FVV) to each feature and selects features based on
FVV.

Sharma et al. [26] applies classification algorithms such as
DT, KNN, LR, MLP, NB, RF, SVM, and Stochastic Gradient
Descent (SGD) on UCI [17] and Mendely [20] phishing
data sets. The F1_Score of each classification model with all
the features of each dataset is compared with the best fea-
tures selected through chi-squared test, Keiser-Meyer-Olkin
(KMO) test and Pearson Correlation test.

Singh and Tiwari [27] checks the performance of machine
learning classification algorithms such as SVM, KNN,
DT, RF, and Ensemble methods with various dimensional-
ity reduction and feature selection methods. Gandotra and
Gupta [28] applied eight machine learning algorithms such
as Instance based learning(IB1), NB, J48, AdaBoost, DT, RF,
and sequential minimal optimization (SMO) on UCI phishing
dataset to classify legitimate and phishing phishing websites.
The accuracy of these classification models evaluated with all
30 features and compared with the best feature subset selected
through feature selection methods. The results shows that the
accuracy difference between all 30 and top 15 features is
minute.

From the literature [29], it is observed that the performance
of traditional machine learning models is unsatisfactory when
it deals with a data which may be having large number of
features, noisy data, etc. At the same time, the performance
of the classifier or regressor may differ form one data to
another. That is, it shows accurate results on one dataset and
low accurate on other.

In this connection, researchers focused on ensemble learn-
ing methods to improve model performance by mitigating
problems with data. The traditional ML models unable to
capture multiple characteristics of data due to the diversity
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in data. Where as, ensemble learning is enough capable to
extract diversified features, combines predictive results pro-
duced by multiple learning algorithms, and finally, achieves
better predictive performance results via ensemble meth-
ods such as voting, stacking, blending, averaging, etc.
Hence, ensemble learning methods applied on phishing
datasets [17], [20], and [30] achieve significant results com-
paratively with traditional learning algorithms.

A. ENSEMBLE MODELS TO DETECT PHISHING

The below are some of the ensemble learning models
used in different domains to achieve high accuracy. The
Mohammed AL-Sarem et al. [31] proposed Technique for
Order Preferences by Similarity to Ideal Solution (TOPSIS)
for instance based Arabic language authorship. The Xiaoxu
Niu et al. [32] proposed ensemble empirical mode decom-
position (EEMD) to predict displacement of landslide. The
Ke Yan et al. [33] uses ensemble model to forecast ground
surface settlement during tunnel construction to prevent
serious damages due to landscape collapse. The Panagiotis
Pintelas et al. [34] provided a state-of-art on various ensem-
ble learning models.

The below are the ensemble learning models found in the
literature to detect phishing websites. Al-Sarem et al. [35]
proposed an optimized stacking ensemble method to detect
phishing website. The genetic algorithm (GA) is used
to achieve optimization by obtaining optimal parameters
of ensemble learning algorithms such as Random forests,
AdaBoost, XGBoost, Bagging, GradientBoost, and Light-
GBM. These ensemble methods applied on three phish-
ing datasets such as UCI Phishing [17], Mendely [20]
with 48 features and mendely-small variant [30] consists
58645 instances with 111 features, 27998 legitimate and
30647 phishing websites. This model archives 97.16%,
98.58%, and 97.35% accuracy respectively on these three
datasets.

Basit et al. [36] proposed an ensemble model by integrat-
ing multiple classifiers. In which, multiple learning methods
such as ANN, KNN, and Decision Tree (C4.5) are combined
with an ensemble method namely Random Forest Classifier.
That is, the proposed ensemble model uses RF as base classi-
fier, implements in three combinations of ensemble methods
such as RF with ANN, RF with C4.5 and RF with KNN
and voting algorithm is applied on each combination. All
three combinations applied on UCI phishing [17] dataset
with batch size of 100, 10-fold cross-validation and evaluates
each combination on four metrics such as Precision, Recall,
F-measure and Accuracy. The experiment results shows that
the RFC with KNN outperforms remaining two combinations
by achieving 97.33% accuracy.

Tama and Rhee [37] compares the performance of ensem-
ble classifiers (RF, Rotation Forest(RoF), GB, and XGB)
against single classifiers (DT, regression tree, and credal
decision tree) on a UCI phishing dataset.

These classifiers evaluated using Area under ROC
curve (AUC) value with respect to different data splitting
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procedures such as k-fold cross validation, subsampling, and
bootstrap for training and testing of each single and ensemble
learning algorithms. The experimental results shows that the
RF followed by XGBoost algorithms performs better than
rotation forest, GDM, and binary classifiers. Vaitkevicius
and Marcinkevicius [38] proposed a stacked ensemble learn-
ing model to detect phishing websites. The proposed model
stacks seven pre-trained models on mendely [20] dataset.
This ensemble model stacks seven different models such as
recurrent neural networks (RNN), Long Short-Term Mem-
ory network with Peepholes (LSTM-P), Long Short-Term
Memory network (LSTM), Two convolution neural network
(CNN)- Gated Recurrent Units (GRU), Gated Recurrent
Units (GRU), and CNN-LSTM as five different ensem-
ble models. The accuracy of these five ensemble models
compared with Gradient Tree Boosting, AdaBoost, Random
Forest, Multilayer Perceptron, Classification and Regression
Trees, Support Vector Machine, GRU, CNN-GRU, LSTM,
LSTM-P, Naive-Bayes, and simple RNN. From results,
it is observed that the Gradient Tree Boosting, Ensemble-1,
Adaboost, Ensemble-2, and Ensemble-3 models performs
well with an accuracy of 97.42%, 97.30%, 97.28%, 97.25%,
and 97.21%. it is observed that the Gradient Tree Boosting,
Ensemble-1 models outperforms all other models.

Nagaraj et al. [39] proposed three twofold ensemble learn-
ing models such as Random Forest Neural Network model
(RF_NN), Bagging Neural Network ensemble model (Bag-
ging_NN) and Boosting Neural Network ensemble model
(Boosting_NN). These three models are applied on UCI
Phishing [17] dataset. In RF_NN, the predictions of RF are
fed to a feedforward neural network in RF_NN, The pre-
dictions of bagging algorithm fed to a feedforward neural
network in Bagging NN, and the prediction of boosting algo-
rithm given as input to the feedforward neural network. The
experimental results shows that the RF_NN obtains 93.41%
and outperforms RF, Bagging, Boosting, Bagging_NN, and
Boosting_NN.

The Ensemble of KNN and Random committee using vot-
ing (EKRV) is proposed by Niranjan et al. [40] to detect the
phishing sites. The proposed work consists of two phases
such as pre-processing and classification. The 23 important
features extracted from the UCI phishing [17] dataset in pre-
processing phase. The experimental results shows that the
voting method performs better than stacking. That is voting
gives 97.4% of accuracy with 0.028 false-positive rate and
stacking gives 97.1% of accuracy with 0.031 false-positive
rate.

Taha [41] proposed an intelligent ensemble learning model
to detect phishing websites. This piece of work combines
outcome of six heterogeneous machine-learning models such
as Random Forest, AdaBoost, XGBoost, Bagging, Gradient-
Boost, and LightGBM to decide whether a website is phishing
or legitimate. The results shows that the proposed approach
achieves 95% of classification accuracy on UCI phishing
dataset [17].
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Zamir et al. [42] proposes two stacking approaches such
as Stackingl which combines NN, RF and bagging models
and Stacking which combines KNN, RF and bagging models.
These models evaluated on UCI phishing [17] dataset. The
stacking1 achieves 97.4% and stacking2 achieves 97.2% of
accuracy.

Ubing et al. [43] proposed a majority voting based ensem-
ble learning approach, which considers Gaussian naive
Bayes, SVM, KNN, LR, multilayer perceptron NN, GB and
RF classifiers. In majority voting technique the outcome
of maximum number of classifiers will be treated as final
outcome. This model employs UCI phishing [17] dataset for
evaluation and achieves 95.5% accuracy.

Adeyemo et al. [44] proposed an ensemble-based Logis-
tic Model Trees (LMT) to detect phishing websites. This
approach combines Logistic Regression with two different
tree induction methods such as Adaboost(AB) and Bag-
ging(BG). The combination of AB and LR is named as
AdaBoostLMT. The BGLMT is a combination of BG and LR.
This model obtains 97.18% of accuracy in detecting phishing
websites.

Subasi and Kremic [45] used AdaBoost and MultiBoost
with a combination of six diverse base classifiers such as
KNN,ANN,SVM,DT,RF, and RoF. From the results, it is
observed that the AdaBoost with SVM obtains 97.61% and
MultiBoosting with RoF achieves 97.30% accuracy.

Al-Mekhlafi et al. [46] proposed optimized stacking
ensemble model. the optimization of parameters achieved
with Genetic Algorithm(GA). This model applies different
ensemble models such as RF, AB,XGB,BA,GB,and Light-
GBM with and without GA. Form the results it is observed
that the GA with GB, GA with XGB and GA with BA
performs well on UCI [17] dataset.

Ill. PROPOSED MODEL

The proposed model includes the idea of layer wise Stacked
Ensemble Learning for the phishing detection. The stacked
ensemble learning builds layers where each layer encom-
passes required number of estimators ep,es,...e, and
finally, stacks all the layers. The multi layer stacked ensemble
consists two phases, layers with learners/estimators and meta-
learner. The architecture of the proposed model is shown in
figure 3 and its working is as follows:

1) First it initializes the Model.

2) Develops required number of layers. Where, each layer
encompasses required number of estimators/learners
and each layer should be added to the Model.

3) Add meta-learner as last layer.

4) Finally, model training and prediction takes place.

In stacked ensemble learning, output of one layer passed
as input to the next layer as shown in figure 3. The estima-
tors such as Random Forest, Logistic Regression, K Nearest
Neighbors etc denoted as eq, ez, ...e, can be either used
for the classification or regression. The estimators within the

VOLUME 10, 2022



L. R. Kalabarige et al.: Multilayer Stacked Ensemble Learning Model to Detect Phishing Websites

IEEE Access

Multilayer Stacked Ensemble Learning Model
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FIGURE 2. Proposed multi layer stacked ensemble learning model(MLSELM).
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FIGURE 3. Architecture of stacked ensemble learning model.

layer is run in parallel whereas estimators between the layers
are run in sequential. Finally, all the estimators across the
layers are stacked and the output is fed to the meta-learner
as shown in figure 3 for the generation of predicted output.
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The proposed Multi Layer Stacked Ensemble Learning
Model (MLSELM) consists of four phases such as 1. Input
phase which takes Phishing dataset as input, 2. Data balancing
phase which is as described in section III-B and finally, 3.
implementation of MLSELM as described in III-C.

A. DATASET

The proposed work applied on four datasets named as D1, D2,
D3, D4. D1 is collected from UCI repository [17] and D2 is
collected from mendely [20] with 48 features. Finally, D3 and
D4 are also collected from mendely [30] where the dataset D3
contains 111 features with 58,645 instances, D4 contains with
111 features with 88,647 instances. Each dataset consists two
classes such as phishing and legitimate. The description of
each dataset is also shown in table 1.

From the description it is observed that the UCI phishing
dataset [17] and two variants of mendely [30] are imbal-
anced. In this connection, as described in section III-B the
data re-sampling method is applied to make the datasets as
balanced to improve performance of the proposed model.

B. DATA BALANCING

In general, Random Under Sampling (RUS) and Random
Over Sampling (ROS) techniques are applied on an imbal-
anced datasets to make it balanced. The ROS balancing
method makes equal number of instances for both minor-
ity and majority class. This method randomly duplicate the
instances of minority class and adds to itself to make minority
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TABLE 1. Description of both datasets.

Sno  Dataset

Description

It consists 30 features with 11055 instances.

In which, 4898 are legitimate and 6157 are phishing.

The legitimate indicated with 1 and phishing with 0.

It has 48 features and 10,000 instances.

In which, 5000 are legitimate and 5000 are phishing.

The legitimate and phishing are labeled as 1 and 0.

It has 111 features and 58,645 instances.

In which, 30,647 are legitimate and 27,998 are phishing.

The legitimate and phishing are labeled as 0 and 1.

It has 111 features and 88,647 instances.

1 DI1[18]
2 D2[21]
3 D3[31]
4 D431

In which, 30,647 are legitimate and 58,000 are phishing.

The legitimate and phishing indicated with 0 and 1.

class instances equal with majority class. We apply data
balancing on D1, D3 and D4 as they contain imbalanced data.

The D1 dataset has 4898 legitimate instances and
6157 phishing instances in which, legitimate class is treated
as minority category and phishing as majority category.
Hence, instances of legitimate category randomly duplicated
and added to itself with ROS method to make equal number of
instances for both minority and majority class. After balanc-
ing total number of instances are 12314 in which, legitimate
are 6157 and phishing are 6157.

The phishing class of D3 identified as minority class
since, it consists of 27998 instances. The legitimate with
30647 instances as treated majority class. The phishing class
instances randomly duplicated and added to itself to make
27998 instances as 30647 by ROS data balancing method.
Similarly, in D4 the legitimate class with 30647 instances
identified as minority class and phishing with 58000 as
majority class. The legitimate class instances randomly dupli-
cated and added to itself to make 30647 as 58000 instances.
After data balancing the total number of instances in D3 are
61294 and 116000 instances in D4.

C. MLSELM

The working of the proposed model is shown in
figure 2 where it includes multiple layers and last layer
as meta learner. The classification algorithms such as
XGB,LR,REMLP, and KNN are encompassed in first layer,
The XGB, RF and MLP are combined in second layer and
finally, XGB act as Meta-layer. The Layer-I, Layer-II, and
meta layer are stacked. The main intention of choosing these
classifiers is due to the existence of wide usage in literature
and also the classifiers provide diverse working in classifying
the data. The second layer classifiers are choosen such that
best 3 classifiers from first layer are selected. First layer takes
phishing dataset as input to all five classifier after applying
balancing process on phishing dataset. Then, passes the result
of the first layer to all classifiers of second layer and then, the
results of layer-II are passed to meta layer. The results of this
model on four phishing datasets are tabulated in table 2, 3, 4,
and 5. The results section IV covers detailed discussion.
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The learning algorithms encompassed in each layer-
Llayer-1I & layer-III are entirely different and unique when
compared with each other as described below.

IV. EXPERIMENTATION RESULTS

The proposed MLSELM and Machine Learning algorithms
such as MLP, KNN, RF, LR and XGB applied on four datasets
shown in Table 1. The classification metrics such as Preci-
sion, Recall, F-score and Accuracy are considered to evaluate
its performance. Here, in the context of Legitimate and Phish-
ing, we term phishing instances as positive and legitimate
instances as negative. The number of True Positive, True
Negatives, False Positives and False Negatives are termed as
follows:

« P: Total number of phishing instances

o N: Total number of legitimate instances

o N7y: The number of legitimate instances predicted as
legitimate

o Npy: The number of phishing predicted as legitimate

e N7p: The number of phishing instances predicted as
phishing

o Npp: The number of legitimate predicted as phishing

The calculation of each metric is as follows:

e Precision = 22— x 100
]]\yTP'i‘NFP
e Recall = —2— x 100
NTPTF_NFNR i
__ precision X keca
o F-sore = precision+Recall x 100

e Accuracy = % x 100

The results of MLSELM are compared with all five classi-
fication models with and without data balancing as described
in section I'V-A. Similarly, section IV-B analyses the results
of MLSELM on four phishing datasets by comparing with the
existing literature.

A. THE COMPARISON OF ML ALGORITHMS WITH
MLSELM

In this section, we evaluate the performance of the proposed
model and includes comparison of proposed work with var-
ious classifiers. The experimentation of this section is given
below.
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TABLE 2. The performance of various classifiers & MLSELM algorithm with and without data balancing on D1 dataset.

Measures XGB LR RF MLP KNN MLSELM
S Accuracy 9439 924 9642 9674 95.65 97.06
Q.5 Precision 9142 90.37 9456 9487 9445 95.08
é g Recall 9541 9191 97.09 9752 9545 98.05
-§ M F-Score 9337 91.13 9581 96.82 9495 96.54
< o Accuracy  97.19 9212 9756 97.07 96.58 97.76
g E v» Precision  97.0 91.19 96.92 9642 96.76 97.34
k= g S Recall 9725 9258 98.06 97.56 96.52 98.07
- F-Score 97.13 91.88 9749 9699 9628 97.70
< o Accuracy 9576 9244 9653 9586 9586 96.78
g £  Precision 9516 9141  96.15 9516 9575 96.54
k= é 2 Recall 96.59 93.81 97.1 96.78 9623  97.21
- F-Score 9587 926  96.62 9596 9599 96.87

TABLE 3. The performance of various classifiers & MLSELM algorithm with and without data balancing on D2 dataset.

Measures XGB LR RF MLP KNN MLSELM
S, Accuracy 9685 9454 9820 9655 87.35 98.90
A £ Precision 96.65 9291 98.07 9443 8350 98.48
§ g Recall 96.95 9454 9827 9852 90.16 99.28
§ M F-Score 96.80 9372 98.17 9643 86.70 98.88

TABLE 4. The performance of various classifiers & MLSELM algorithm with and without data balancing on D3 dataset.

Measures  XGB LR RF MLP KNN  MLSELM

= Accuracy  92.7 88.6 94.85 86.47 8737 96.5

Qg Precision  90.02 86.29 9383 90.86 8536 96.42
é ;E Recall 9441 8944 9531 8254 87.82 96.25
§ /M F-Score 92.16 87.83 9457 86.5 86.57  96.33
- Accuracy 9599  87.69 95.02 8428 88.22 96.79
g £ Precision 9568 84.33 9422 9048 8726 96.84
= ;E 8 Recall 96.23 90.28 9570 80.37 88.84 96.70
Z m F-Score 9596 87.20 9495 85.12 88.04 96.77
= o0 Accuracy  95.1 90.24 9497 9443 9375 96.64
g £ ¢ Precision 9468 89.12 943 95 94.14  96.73
= T% E Recall 9549 91.16 9558 9394 9341 96.56
= M F-Score 95.08 90.13 9494 9447 9377 96.64

The proposed model is evaluated by applying on differ-
ent datasets(D1,D2,D3,D4) with and without data balancing.
The results with and without data balancing are shown with
respect to different datasets. Table 2 shows the results of pro-
posed model with dataset D1 with and without data balancing.
From the results, it is observed that the proposed model
achieved a significant accuracy of 97.76% with ROS data
balancing outperforming existing classifiers and MLSELM
without data balancing.

Similary, proposed model is applied on D2 to detect phish-
ing site. Table 3 gives the performance results of the proposed
model. As the dataset is already balanced, we donot include
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data balancing on D2. From the results, it is clearly seen that,
MLSELM outperformed other classifiers with a significant
accuracy of 98.90%, precision of 98.48% and F-score of
98.88%.

The results with D3 dataset is given in Table 4 which
shows the performance of the model with and without data
balancing. From the table, it is demonstrated that MLSELM
with ROS achieved an accuracy of 96.79% outperforming
MLSELM on imbalanced data and other classifiers.

Finally, the proposed model is applied on dataset D4 to
result Table 5. The table gives the result with and without
data balancing. From the results, it is observed that MLSELM
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TABLE 5. The performance of various classifiers & MLSELM algorithm with and without data balancing on D4 dataset.

Measures XGB LR RF MLP KNN MLSELM
= Accuracy  95.17 9231 964 92.05 89.7 97.41
Q.5 Precision  94.86 9271 9675 92.67 9224 97.88
é g Recall 977 9541 9772 9507 92.05 98.16
-§ M F-Score 9626 94.04 9723 9385 92.14 98.02
< o Accuracy  97.35 9228 96.78 90.10 92.63  98.43
g £ Precision  97.07 90.66 9586 96.10 88.72 97.93
k= g S Recall 97.67 9384 97.72 8595 9640 98.96
- F-Score 9737 9222 9678 90.74 9240 98.44
< o Accuracy  96.14 9299 96.03 9556 953  97.09
g £  Precision 9528 9141 9477 9478 9474  96.24
k= é 2 Recall 96.85 942  97.11 96.15 9568 97.83
=M F-Score 96.06 9278 9593 9546 9521 97.03

TABLE 6. Comparison of results with MLSELM and exisiting works EW1,EW2,EW3,EW4,EW5,EW6 on D1 Dataset.

Measures EW1[36] EW2[37] EW3[40] EW4[42] EWS5[43] EW6[44] MLSELM
Accuracy 97.16 97.33 93.41 95.0 97.4 95.4 97.76
Precision  96.86 97.0 92.99 95.0 96.0 93.5 97.34
Recall 96.83 98.3 91.98 95.0 98.1 95.9 98.07
F-Score — 97.6 92.48 95.0 97.0 97.0 97.70

achieved a significant difference of 1% with respect to accu-
racy when compared with MLSELM with ROS without data
balancing approach and other classifiers. From the results
across all datasets, it is evident that the proposed model
outperformed other classifiers with significant performnace
irrespective of inclusion or exclusion of data balancing tech-
niques. Also, the proposed model with data balancing had
achieved significant performance compared with MLSELM
without data balancing.

B. THE COMPARISON OF MLSELM WITH EXISTING
LITERATURE
In this section, we compare our proposed model with
existing works. As we tested our model on various
datasets, we compare our work with the existing works
that used same datasets. For the dataset D1, we considered
Al-Sarem et al. [35], Basit et al. [36], Nagaraj et al. [39],
Taha [41], Zamir et al. [42], and Ubing et al. [43] as existed
works and termed as EW1, EW2, EW3, EW4, EW5, and EW6
respectively. The comparison results are given in Table 6.
From the results, it is clearly observed that MLSELM out-
performed existing techniques with a significant accuracy of
97.76%, precision of 97.34% and F score of 97.70%. For the
dataset D2, we considered [35] and [38] as existing works
and termed as EW7 and EW8. The comparison with existing
works is shown in Table 7. From the results, it is observed that
MLSELM achieved a significant performance with accuracy
of 98.90% outperforming existing works.

Similarly, for the dataset 3 and 4, we considered
Al-Sarem et al. [35] as existing work and termed as EWO.
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TABLE 7. Comparison of results with EW7,EW8 and MLSELM on D2
dataset.

Measures EW7[36] EWS§[39] MLSELM
Accuracy 98.57 97.30 98.90
Precision 98.50 - 98.48
Recall 98.64 - 99.28
F-Score 98.57 - 98.88

TABLE 8. Comparison of results with EW9 and MLSELM on D4 dataset.

Measures EW9[36] MLSELM
Accuracy  97.35 98.43
Precision  96.20 97.93
Recall 96.14 98.96
F-Score 96.17 98.44

Since there exists no work applied on D3 dataset, we could
not include the comparison results with existing works. From
the results shown in Table 8, it is observed that proposed
model outperformed existing work with a significant dif-
ference and achieved an accuracy of 98.43%, precision of
97.93% and F Score of 98.44%.

V. DISCUSSION

The main intention of this work is to provide the phishing
detection with a significant accuracy. To achieve the same,
we have designed the model with better classifiers being
selected at each layer to take the advantage of diverseness
of the classifiers. We have experimented the model with

VOLUME 10, 2022



L. R. Kalabarige et al.: Multilayer Stacked Ensemble Learning Model to Detect Phishing Websites

IEEE Access

and without data balancing techniques for identifying the
effectiveness of the model with the instances of minor and
major classes. The data balancing techniques used in the pro-
posed work include Random Under Sampling and Random
Over Sampling. We have also considered various datasets
with different sizes and feature space for the evaluation of
MLSELM. The rationale behind choosing different sizes is
to observe the behavior of MLSELM with varying data.
It has been clearly observed that MLSELM performed better
with data balancing technique compared with imbalanced
data. For all the datasets except D3, it is demonstrated that
proposed model achieved a Recall of atleast 98% indicating
the effectiveness of detection of phishing sites. The preci-
sion of model with various datasets also ranges from 96%
to 98%. MLSELM compared with various traditional algo-
rithms such as XGB,LR,REMLPKNN and observed that
XGB and RF performed better than other traditional algo-
rithms but performed lower than MLSELM. The Multi-layer
stacked ensemble used MLP, KNN, RF, LR, XGB at layer 1,
REXGB, MLP at layer 2 and XGB as meta learner. Note
that, various combinations of classifiers at different layers
are experimented to get the suitable and better classifiers
for the corresponding layer and there by reaches the final
result with significant performance. Eventhough, the pro-
posed model MLSELM achieved significant performance
in detecting phishing websites but it has certain limitations
which are given below. One of the limitation of MLSELM
is the increase of overhead due to the stacking of classifiers
at multiple layers. However, the computation overhead can
be reduced using parallelization through multiple cores in a
system. Eventhough the classifiers with in the layer can be
run in parallel but layers are supposed to be run in sequence.

VI. CONCLUSION

In this paper, we proposed a multi layer stacked ensemble
model for the detection of phishing sites. Diverse classi-
fiers are attempted at different layers to achieve better per-
formance compared to weak learners. The proposed model
with D1,D2,D3,D4 datasets achieved an accuracy of 97.76%,
98.90%, 96.79% and 98.43% respectively. From the results,
it is observed that MLSELM worked better with balanced
data compared to imbalanced data. Moreover, the proposed
model outperformed various baseline models and achieved
significant difference in various evaluation metrics. Also, the
proposed model with various datasets with different quan-
tities are attempted and could achieve atleast 96.5% across
all datasets. In future, we would like to use various feature
selection algorithms to identify the significant features from
the given datasets. Also, the fusion of feature selection algo-
rithms with tuning parameters will be explored to improve the
performance of the model.
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