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ABSTRACT 10 

Radiography is a 2-D transmission imaging technique that is extensively used for non-11 

destructive investigation of materials. The integrity of the investigation depends on the 12 

quality of the radiographic image, and the quality of the radiograph can be improved by 13 

arranging the radiography system parameters in such a way that it approaches a 14 

compromised optimum for a given application. Radiography system optimization is a real 15 

life multi-objective optimization problem, and a manual approach to optimization is a time 16 

consuming, labour intensive process, and prone to human error. In this paper, an 17 

optimization approach based on a simplified radiography simulator coupled to a multi-18 

objective particle swarm optimization routine is described. For any given set of scanning 19 

(system) parameters the simulator produces a virtual radiograph from which quality factors 20 

can be derived, while the optimizer make use of these quality factors to search for the best 21 

design parameters or scanning parameters for a radiography system. The radiography 22 

system optimizer was successfully tested and benchmarked against experimental results. 23 

The benchmark test results showed that the optimizer was able to provide a set of Pareto 24 

optimal solutions from which scanning or design parameters can be retrieved to optimize a 25 

real radiography system. 26 

 27 
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1. Introduction 31 

A radiography system (RS) is used to perform a 2-D projection imaging technique for non-32 

destructive investigation to retrieve qualitative and quantitative information of the internal 33 

structure of a sample under investigation[1, 2]. The integrity of the investigation lies 34 

partly in the quality of a radiograph measured using different quality parameters such as 35 

contrast, penetration, sharpness, and resolution. These radiographic qualities are in conflict 36 

with one another; therefore, optimization of a radiography scanning system is a real life 37 

multi-objectives optimization problem (MOOP). The MOOP for a RS is solved by finding 38 

the best scanning parameters that produce a quality radiograph for a particular radiography 39 

scan. In case an existing RS may not be suitable to produce an optimal quality radiograph 40 

desirable for a given investigation, an optimized custom designed RS need to be constructed 41 

to cater for the needs dictated for by the specific application. The empirical method of 42 

solving a MOOP for a RS implies changing the scanning parameters until a desired image 43 

quality is achieved. However, the empirical method is a time consuming, labour intensive 44 

process, which is prone to human error. For this reason a multi-objectives RS optimizer is 45 

an important tool to assist with the optimization of the geometric design of a new 46 

customized RS or of a particular scanning experiment. 47 

Particle swarm optimization (PSO) is a population-based optimization approach based on 48 

swarm intelligence that was first introduced by Kennedy and Eberhart in 1995 [3]. PSO is 49 

an efficient and simple to implement optimization algorithm [4-6]. PSO has a quick 50 

convergent rate to a solution[7, 8]. Multi-objective algorithms based on PSO (MOOPSO) 51 

have been successfully used to solve real life optimisation problems [9-11]. Despite their 52 

success, the performance of a MOOPSO is problem dependent [11-16] and that create the 53 

need to find a suitable MOOPSO for radiography optimization problem. Looking among 54 

existing MOOPSO is a challenge because existing MOOPSO are tailored to solve a 55 

particular real life multi-objective optimization problem, and there is ongoing effort to 56 

improve the performance of the existing MOOPSO. Finding a suitable MOOPSO for 57 

radiography optimization problem requires the modification of the existing MOOPSO or 58 

the design of the new MOOPSO. 59 

This paper presents a RS optimizer that uses a MOOPSO called MOPRAD to automatically 60 

provide Pareto optimal solutions to a radiography optimization problem found in a neutron 61 

and X-ray RS. The optimizer is designed to optimize the geometric or functional aspects of 62 

the main components of a RS. The optimization process is done in a virtual RS to 63 
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automatically search for the best parameters for the design or scanning for a real RS. The 64 

optimizer can be used during the design phase or during the operations of a RS. The 65 

MOPRAD is based on Coello Coello and Lechuga MOOPSO algorithm [16].The 66 

MOPRAD can solve unconstraint and constraint real life radiography optimization 67 

problem. The MOPRAD uses constant PSO control parameters throughout the 68 

optimization process.  69 

The remainder of this paper is organized as follows. Section 2 discusses the application of 70 

ray tracing in RS modelling, and the integration of an image quality calculator into the 71 

simulator. Section 3 presents the results of different benchmark tests for the simulator. 72 

Finally, the conclusions and findings are presented in section 4. 73 

2. Multi-objectives optimization problem for radiography system 74 

A RS is used in the investigation of the internal structure of the sample. It is imperative to 75 

optimize the design or set-up parameters of the RS to produce a high quality radiograph. An 76 

ideal quality radiograph should have a high contrast, high spatial resolution, high beam 77 

penetration, and high sharpness as illustrated in the figure below: 78 

 79 

Figure 1: Effect of quality factors in a radiograph. 80 

Figure 1 depicts the effect of quality factors on a radiographic image of a pen. A lack of 81 

contrast in a radiographic image translates to a lack of quality of information from a 82 

radiograph [17-20], the is desired in a radiograph in order to have high definition of details 83 
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within the radiograph [21-23], the beam penetration contributes to the amount of 84 

information available on the radiograph [24-27], and a radiograph with high resolution 85 

contains great detail of information and allows visualization of fine details the sample under 86 

investigation [28-31]. 87 

The objectives of an ideal quality radiograph are in conflict with each other. A high beam 88 

penetration may lead to a lower contrast in the radiograph, and a high spatial resolution 89 

may create a lower sharpness in the radiograph. A trade-offs between the conflicting 90 

objectives is needed in the RS optimization. This makes a RS optimization a multi-91 

objectives optimization problem.  In this study, a general multi-objectives optimization 92 

problem for a RS is defined as follow: 93 

 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒 𝑓𝑟𝑎𝑑(𝑝𝑟𝑎𝑑)     𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 (1) 

 94 

 𝑞𝑗(�⃗�𝑟𝑎𝑑) ≥ 𝑐𝑗                                𝑗 = {𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡, 𝑝𝑒𝑛𝑒𝑡𝑟𝑎𝑡𝑖𝑜𝑛, … , 𝑛} (2) 

 95 

 𝑝𝑚𝑖𝑛 ≤ 𝑝𝑖 ≤ 𝑝𝑚𝑎𝑥                        𝑖 = {1,2,3,  … , 𝑚} (3) 

where  𝑓𝑟𝑎𝑑 = (𝑓𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡, 𝑓𝑝𝑒𝑛𝑒𝑡𝑟𝑎𝑡𝑖𝑜𝑛, … , 𝑓𝑛) is vector function representing the objective 96 

functions for RS optimization, fn is an objective function for n quality factor of a radiograph, 97 

�⃗�𝑟𝑎𝑑 is a vector of decision variables representing  the set-up parameters or design 98 

parameters of a RS, qj is the inequality constraint function, cj is the constraint value for 99 

objective j, 𝑝𝑚𝑖𝑛 and 𝑝𝑚𝑎𝑥 are  the lower and upper boundaries respectively for decision 100 

variable 𝑝𝑖. 101 

3. Pareto Optimal solutions 102 

The MOOP for a RS was solved as a set of Pareto-optimal solutions (Figure 2). The Pareto 103 

optimal solutions are solutions that have good compromises between the objectives. Pareto-104 

optimal solutions concept has been the most preferable choice for evolutionary and swarm 105 

intelligence algorithms in solving a MOOP [32, 33].  106 

  107 
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 108 

Figure 2: Illustration of Pareto optimal solutions. 109 

Pareto solutions use a concept of “domination”. A solution found by a particle in a search 110 

space of a MOOP can be either classified as a “dominated solution” or a “nondominated 111 

solution”. A dominated solution is a solution whose one or more objectives can be improved 112 

without causing damage to others objectives in the same solution. A nondominated solution 113 

is a solution whose objectives cannot be improved without degrading other objectives [33-114 

35].  A Pareto optimum solution is a nondominated solution. 115 

A RS optimizer was designed to provide Pareto optimal solutions to the MOOP for a RS. 116 

The optimizer is made of a radiography simulator (not discussed here) that provides a 117 

virtual environment, and an optimization algorithm that automatically searches for the 118 

solutions in a virtual environment. The flowchart of the optimizer is illustrated below: 119 

 120 

Figure 3: Flowchart of the radiography system optimization. 121 
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The process of optimization is depicted in Figure 3; the process starts with the MOOPSO 122 

providing the randomly initialized parameters to the simulator for quality testing. The 123 

simulator simulates a radiograph based on the parameters provided by the MOOPSO. The 124 

quality factors of the simulated radiograph (virtual radiograph) are fed into the MOOPSO 125 

which provides new parameters for test in the simulator and the process repeats again. The 126 

process ends when the defined number of loops (time step) is reached, in which case a Pareto 127 

optimal front alongside a Pareto optimal solutions are provided. 128 

4. Algorithm 129 

The multi-objectives particle swarm algorithm proposed for radiography optimization is 130 

based on  the Coello Coello and Lechuga algorithm called MOPSO [16]. The MOPSO has 131 

been modified to solve unconstraint and constraint real life optimization problems found in 132 

RS optimization. The constraint handling mechanisms such as death penalty are used in the 133 

MOPRAD to keep the particles in the feasible search space. The velocity clamping 134 

technique is used in the MOPRAD to prevent particle explosion. A Gaussian mutation 135 

operator is used to diversify the Pareto optimal solutions. During the search of the optimal 136 

solution, the velocity of each particle in the swarm is updated using 137 

  𝑣𝑖
𝑎(𝑡 + 1) =  𝜔𝑣𝑖

𝑎(𝑡) + 𝑟1𝑖
𝑎 (𝑡)𝑐1[𝑥𝑖

𝑦(𝑡) − 𝑥𝑖
𝑎(𝑡)] + 𝑟2𝑖

𝑎 (𝑡) 𝑐2[�̂�𝑖
𝑦(𝑡) − 𝑥𝑖

𝑎(𝑡)] (4) 

where 𝑣𝑖
𝑎 is the velocity of the particle 𝑎 for 𝑖 parameter at time 𝑡, 𝜔 is the inertia weight,  138 

𝑟1𝑖 and 𝑟2𝑖 are random values in [0,1] for the particle 𝑎 for 𝑖 parameter, 𝑐1 and 𝑐2 are 139 

acceleration coefficients, 𝑥𝑖
𝑦

 is the local guide for particle 𝑎 for 𝑖 parameter, 𝑥𝑖
𝑎 is the current 140 

position of  particle 𝑎 for 𝑖 parameter, and �̂�𝑖
𝑦(𝑡) is the global guide for all particles for 𝑖 141 

parameter. To conserve the stochastic nature of the algorithm, new random numbers for 𝑟1, 142 

𝑟2 are generated for each parameter at each iteration. 143 

The position of the particles is updated using 144 

 𝑥𝑖
𝑎(𝑡 + 1) = 𝜑𝐺𝑖

𝑎 (𝑡)𝑥𝑖
𝑎(𝑡) +  𝑣𝑖

𝑎(𝑡 + 1) (5) 

where 𝑥𝑖
𝑎 is the position of the particle 𝑎, and 𝜑𝐺𝑖

𝑎  is the generated Gaussian mutation 145 

operator for particle 𝑎 and 𝑖 parameter. 𝜑𝐺𝑖

𝑎  is used randomly  on selected particles and the 146 

probability of the using  𝜑𝐺𝑖

𝑎  decreases at each time step. 147 

The flowchart diagram of the MOPRAD is shown below 148 
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 149 

Figure 4: Flowchart diagram of the MOPRAD. 150 

The optimization is done in a virtual environment representing an X-ray/neutron 151 

radiography system. The virtual environment is created using a radiograph simulator, and 152 

calibrated from experimental data taken using a real radiography system. The calibration 153 

process makes a simulated radiograph from the model comparable to the real radiograph. 154 

This is required for the integrity of the optimization results. The MOPRAD run the 155 

optimization in a calibrated virtual environment taking into account all the constraints 156 

parameters. At the end of the run a solution to the RS optimization problem is provide in a 157 
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form of a Pareto-optimal front with the corresponding of Pareto optimal solutions. Only one 158 

solution is chosen among the set of Pareto-optimal solutions. The choice of the solution 159 

depends on the decision maker’s preferences and the trade-off of the quality characteristics 160 

of the radiograph. Several approaches such as clustering and ranking have been proposed 161 

for the selection of the ideal solution among the Pareto optimal solutions [36-40]. 162 

5. Test and results 163 

The effectiveness of the optimizer was tested in two categories of real life RS optimization 164 

problems. The first category is the optimization of the set-up parameters before an X-ray 165 

radiography scan is conducted. The second category is the optimization of the geometric 166 

design of neutron radiography collimator. The solutions for both categories were presented 167 

in form a Pareto optimal front. The results of the optimization were verified using a real 168 

microfocus X-ray radiography system or by simulation. 169 

The optimizations were run with the PSO parameters in Table 1. 170 

Table 1: PSO parameters  used in the optimization 171 

PSO PARAMETERS VALUE 

Accelerator coefficient (𝐶1) 1.4 

Accelerator coefficient (𝐶2) 1.4 

Inertia weight (𝜔) 0.7 

Number of particles 100 

Number hypercubes in the external archive 30 

The size of the external archive 250 

Mean for Gaussian mutation operator 0 

Coefficient of the Velocity clamping function 1 

Number of time steps 250 

 172 

 173 

5.1. Optimization of an X-ray radiography scan 174 

The objective of the optimization is to find the best set-up parameters for a microfocus X-175 

ray radiography scan.  The set-up parameters to optimize are from the three main 176 

components of a microfocus X-ray radiography system namely the X-ray source, the sample 177 

under investigation, and the X-ray detection as illustrated below:  178 
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 179 

Figure 5: Illustration of a microfocus X-ray radiography system (a) and X-ray source (b). 180 

The set-up parameters of each component need to be fine-tuned to produce the best possible 181 

quality radiograph of the sample under investigation. The current method of finding the 182 

best parameters involves a manual procedure in which the operator searches the best 183 

parameters by manipulating various set-up parameters of each component of microfocus X-184 

ray radiography system. The manual procedure is time consuming and is prone to error. 185 

The position and the parameters of each component have an influence to the quality of a 186 

radiograph. The quality of a radiograph was evaluated in term of contrast, unsharpness and 187 

effective pixel size. The decision variables parameters were chosen based on the set-up 188 

parameters that need to be fine-tuned in the experiment. The objectives were chosen based 189 

on the image quality parameters that need to be optimized. The decision variables and the 190 

objectives used in the optimization are shown in table below: 191 

Table 2: Decision variables and objectives for X-ray set-up scan optimization 192 

DECISION VARIABLES OBJECTIVES 

X-ray tube voltage (𝑉) Contrast 

X-ray tube current (𝐽) Unsharpness 

Exposure time (𝑡) Effective pixel size 

Sample position (𝑧)  

 193 

The objective function to optimize was defined in (6) as:  194 

 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒 𝑓𝑟𝑎𝑑(�⃗�𝑟𝑎𝑑) =  𝑆𝑟𝑎𝑑(�⃗�𝑟𝑎𝑑) (6) 

where 𝑓𝑟𝑎𝑑 = (𝑓𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡, 𝑓𝑢𝑛𝑠ℎ𝑎𝑟𝑝𝑛𝑒𝑠𝑠, 𝑓𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑝𝑖𝑥𝑒𝑙) is vector function representing the 195 

objective functions, �⃗�𝑟𝑎𝑑 = (𝑉, 𝐽, 𝑡, 𝑧 ) is a vector of decision variables representing  the set-196 

up parameters, and 𝑆𝑟𝑎𝑑 is a simulator function. 197 
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 198 

The verification of the optimization was done using a microfocus X-ray machine with each 199 

Pareto optimal solutions as set-up parameters for the scan. Two metal samples and a 200 

microfocus X-ray radiography system [41]  situated at Necsa [42] shown in Figure 6 were 201 

used in the test. 202 

 203 

Figure 6: Samples and a microfocus X-ray radiography system used in the test. 204 

The results of the test are shown in Figure 7. Each point in the graph in Figure 7 represents 205 

a vector solution (shown in Table 3 and Table 4 in the appendix) of the best scanning set-up 206 

parameters. The verification results showed an average error of 0.47% and a standard 207 

deviation of 0.23% between the optimization and the experimental results for a two 208 

objectives optimization (effective pixel size vs unsharpness). For three objectives 209 

optimization (contrast vs effective pixel size vs unsharpness), the verification results showed 210 

an average error of 2.18% with a standard deviation of 2.13% between the optimization and 211 

the experimental results. 212 

 213 

Figure 7: Optimization results and verification using a microfocus X-ray machine. 214 
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5.2. Optimizing the geometric design of a neutron radiography collimator 215 

The objective of the optimization is to find the best size and the best position of the 216 

collimator aperture that provide the ideal neutron radiography beam. The ideal neutron 217 

radiography beam should have a large area of homogeneity, a high neutron flux at the 218 

detector position, and be able to produce a high resolution radiograph. A large area of 219 

homogeneity provides a large field of view, allows the investigation of bigger samples, and 220 

quantitative analysis. A high neutron flux gives better contrast, and gives the possibility of 221 

shortening the time for the neutron scan.  222 

The optimization problem of a neutron collimator was defined in term of the diameter 𝐷 223 

and the position 𝐿 of the aperture relative to the detector (assuming the sample is placed at 224 

the detector position). The 𝐿/𝐷 ratio characterizes the ideal neutron beam. A suitable values 225 

of  𝐷 and 𝐿 are needed to balance the need of high resolution, high field of view, and high 226 

contrast in the radiograph. The optimization was conducted by considering decision 227 

variables as the size 𝐷 of the diameter of the aperture, and the position 𝐿 of the aperture 228 

position with respect to the neutron detector. The objectives of the optimization function 229 

were the neutron flux and the area of homogeneity. The maximum gray value 𝐺𝑣 and the 230 

radius of beam homogeneity 𝑅ℎ were used to measure the neutron flux and the area of 231 

homogeneity respectively. The objective function to optimize was defined in (6) as:  232 

 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒 𝑓𝑟𝑎𝑑(�⃗�𝑟𝑎𝑑) =  𝑆𝑟𝑎𝑑(�⃗�𝑟𝑎𝑑) (7) 

where 𝑓𝑟𝑎𝑑 = (𝑓𝐺𝑣, 𝑓𝑅ℎ
) is vector function representing the objective functions, �⃗�𝑟𝑎𝑑 =233 

(𝐷, 𝐿) is a vector of decision variables representing  the design parameters, and 𝑆𝑟𝑎𝑑 is a 234 

simulator function. 235 

The test was done on the design of a neutron radiography collimator at the beam tube 2 236 

situated at the SAFARI-1 nuclear research reactor at Nesca. The geometry of the beam tube 237 

2 with the parameters 𝐷 and 𝐿 is illustrated below: 238 
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 239 

Figure 8:  Illustration of the geometry of the beam tube 2 at the SAFARI-1 nuclear research 240 

reactor. 241 

The results of optimization are presented below: 242 

 243 

Figure 9:  Pareto optimal front (right) and the corresponding Pareto optimal solutions (left) 244 

for neutron radiography collimator. 245 

The 300 cm position taken by all the solutions in Figure 9 are in the lower boundary of the 246 

search space (refer Figure 8), and it is closest position from the neutron source. Further 247 

analyses were conducted to confirm if the optimization solutions favour the aperture 248 

position that is the closest to the neutron source. The analyses were done by repeating the 249 

neutron collimator optimization with different search ranges. The results of the analysis are 250 

shown in the figure below: 251 
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 252 

Figure 10:  Pareto optimal solutions obtained from different ranges of search space 253 

The results in Figure 10 confirmed that all the Pareto optimal solutions provide the 254 

aperture position at the lower bound of the search range. The lower bound of the search 255 

range is the closest position to the neutron source. The results also show that the number of 256 

possible optimal solutions decreased as the search range moves further away from the 257 

neutron source. 258 

A verification of the neutron collimator optimization results was done using the line profile 259 

analysis technique to verify the measurement of the radius of homogeneity and maximum 260 

gray value (neutron flux) from the resulted simulated radiographs. The radiographs were 261 

simulated using five optimal 𝐿/𝐷 ratio from the Pareto optimal solutions. The results of 262 

verification are shown below: 263 
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 264 

Figure 11: Simulated radiograph and line profile analysis of five Pareto optimal solutions. 265 

The verification results show an average error of 1.08% with a standard deviation of 1.59% 266 

between the values of the radius of homogeneity from the Pareto optimal solutions and the 267 

line profile analysis. An average error of 1.33% with a standard deviation of 0.89% was 268 

observed between the values of the maximum gray value  from Pareto optimal solutions and 269 

the line profile analysis. 270 

6. Conclusion 271 

The optimization problems of a radiography system were successfully solved using a multi-272 

objectives particle swarm optimization in a virtual environment representing an X-ray and 273 

a neutron radiography system. The MOPRAD provides Pareto optimal solutions within 274 

which one solution can be selected by the operator to optimize a radiography scan or a 275 

design of a radiography system. The solutions provided by the MOPRAD were successfully 276 

verified experimentally using a microfocus X-ray radiography system and by simulation. 277 

The results of the optimization of the geometric parameters for a neutron radiography 278 

collimator showed that the collimator aperture position should be as close as possible to the 279 

radiation source. Future work will focus on integration of parallel computing in the 280 
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optimizer to further improve computational time. A many-objectives optimization algorithm 281 

should be also be considered. 282 
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Appendix 411 

Table 3: Results of the optimization and verification for three objectives 412 

 413 

Table 4: Results of the optimization and verification for two objectives 414 

 415 

Voltage (kV) Current (µA) Exposure Time (second)  Source Sample Distance (cm) Optimization Experimental verification Optimization Experimental verification Optimization Experimental verification

1 183.55 57.02 1.42 34.97 7.32 6.89 60.88 60.98 121.94 121.95

2 193.05 131.85 0.5 14.46 6.78 6.30 25.05 25.58 277.33 281.33

3 154.72 73.15 1.42 41.55 7.56 6.81 72.33 71.81 144.89 143.63

4 140.43 63.26 2 24.56 7.39 7.09 42.60 43.01 214.11 215.05

5 142.49 60.04 2 52.75 7.26 7.10 91.95 91.53 91.97 91.53

6 140 40 2 14 4.52 4.45 24.23 24.75 292.91 297.03

7 179.45 56.27 1.42 23.99 7.05 6.82 41.62 41.84 209.14 209.21

8 183.55 111.89 0.708 63.04 7.75 7.58 109.59 110.80 219.82 221.61

9 194.55 44.52 1.42 21.91 6.19 6.00 38.06 38.39 191.00 191.94

10 175.57 83.2 1 24.25 7.25 7.58 42.06 42.83 211.40 214.13

11 180.06 135.1 0.5 15.57 6.23 5.98 26.97 27.61 271.47 276.05

12 166.21 56.04 1.42 22.39 6.19 6.41 38.87 39.22 195.19 196.08

13 153.54 101.83 0.708 16.17 5.25 5.22 28.03 28.45 253.74 256.05

14 140 63.32 1 16.01 3.83 3.73 27.72 28.19 251.22 253.70

15 180.47 51.84 1.42 16.37 6.40 6.48 28.35 28.88 256.87 259.93

16 140 40 1 14.77 2.21 2.29 25.59 25.99 257.52 259.91

17 140 40 1 14.37 2.22 2.32 24.89 25.36 275.60 279.01

18 140 40 2.83 34.45 6.62 6.26 59.97 59.79 120.13 119.58

19 140 45.29 2.83 58.41 7.68 7.05 101.78 100.76 101.84 100.76

20 146.71 113.19 1 21.2 7.31 7.37 36.80 37.07 221.78 222.43

21 140 46.26 2.83 14 7.56 7.53 24.23 24.78 317.32 322.18

22 186.74 55.17 1.42 70.64 7.74 7.31 123.08 121.95 123.16 121.95

23 154.93 98.29 1 18.95 7.07 7.41 32.87 33.31 231.28 233.14

24 140 40 2.83 16.44 6.52 6.50 28.47 28.96 257.97 260.68

25 140 59.57 2 29.77 7.26 7.88 51.75 52.02 155.71 156.05

26 142.93 56.53 2 21.14 6.77 6.53 36.66 37.04 221.15 222.22

27 140 40 2.83 16.7 6.52 6.20 28.92 29.37 232.94 234.95

28 194.95 139.45 0.5 58.2 7.75 7.30 101.27 101.01 202.95 202.02

29 166.48 45.7 0.5 51.11 1.83 1.93 89.09 88.30 89.11 88.30

30 167.33 65.21 1.42 40.29 7.52 7.84 70.05 69.93 140.49 139.86

31 140 40 2.83 28.29 6.65 6.54 49.20 49.32 147.97 147.97

32 140 40 2.83 18.05 6.54 6.31 31.27 31.72 220.29 222.05

33 140 40 2.83 17.06 6.53 6.53 29.56 30.03 267.70 270.27

34 151.5 50.14 2 20.86 6.74 7.01 36.20 36.56 218.22 219.38

35 140 40 0.708 16.51 1.80 1.55 28.59 29.07 230.29 232.56

36 145.25 55.18 1.42 24.36 4.84 4.77 42.33 42.64 169.89 170.58

37 156.1 73.62 1.42 26.49 7.26 7.90 46.03 46.30 184.74 185.19

38 167.96 87.27 1 24.46 6.86 7.19 42.51 42.87 170.59 171.49

39 159.3 55.07 1.42 20.23 5.81 6.30 35.12 35.49 211.63 212.95

40 180.5 80.81 1 30.31 7.75 8.18 52.70 52.91 158.54 158.73

41 182.66 63.24 1 14.13 5.79 6.19 24.46 24.98 295.63 299.81

42 172.32 77.59 1 14.16 6.53 7.07 24.52 25.02 296.26 300.19

43 194.79 94.43 0.708 26.27 7.01 6.97 45.61 45.98 183.21 183.91

44 191.29 62.71 0.267 20.96 1.58 1.84 36.40 36.76 182.72 183.82

45 140 40 2.83 23.65 6.62 6.29 41.03 41.37 206.17 206.83

46 190.35 118.97 0.5 52.25 6.29 6.05 91.12 90.29 91.10 90.29

47 169.91 42.34 2 18.83 6.72 6.97 32.65 33.06 229.81 231.40

48 162.46 76.14 0.5 21.19 2.88 2.96 36.80 37.14 184.73 185.70

49 188.75 85.73 0.5 51.79 3.87 4.17 90.29 89.69 90.30 89.69

50 161.15 110.85 0.708 23.24 6.28 6.12 40.36 40.77 202.60 203.87

51 191.87 47.41 0.5 19.22 1.95 2.21 33.36 33.73 201.06 202.36

52 152.06 67.21 1.42 20.73 6.33 6.71 35.94 36.33 216.86 217.98

53 199.63 132.76 0.5 17.22 7.19 7.25 29.83 30.33 240.19 242.61

54 187.25 54.73 1.42 18.84 7.39 7.38 32.65 33.14 262.78 265.12

55 188.55 74.69 1 14.73 7.20 7.53 25.49 26.06 282.50 286.64

56 198.7 71.35 1 57.88 7.75 7.92 100.76 100.25 201.83 200.50

57 153.89 74.5 1.42 26.61 7.42 7.56 46.24 46.51 185.58 186.05

58 140 40 1.42 15.88 3.15 3.11 27.53 28.01 249.18 252.10

59 140 40 2.83 23.88 6.63 5.97 41.45 41.80 208.18 208.99

60 146.79 41.85 2.83 17.71 7.39 6.81 30.70 31.18 247.02 249.42

61 177.55 74.92 1 15.69 6.65 6.99 27.19 27.68 273.56 276.82

62 144.56 51.49 2 23.35 6.29 6.89 40.53 40.82 203.56 204.08

63 147.3 57.48 2 18.9 7.48 8.18 32.76 33.22 263.62 265.78

64 195.58 99.73 0.708 19.2 7.41 7.50 33.31 33.76 234.33 236.29

65 140 54.17 1.42 14.98 4.57 4.42 25.96 26.44 261.18 264.38

66 140 40 2.83 16.57 6.53 6.52 28.72 29.15 260.01 262.39

67 180.23 87.25 0.708 19.85 5.63 5.38 34.45 34.90 207.65 209.42

68 181.44 59 1.42 27.85 7.73 7.42 48.37 48.66 194.23 194.65

SOLUTION ID

PARETO OPTIMAL SOLUTIONS
EFFECTIVE PIXEL SIZE (µm) UNSHARPNESS(µm) CONTRAST (%)

OBJECTIVES (PARETO OPTIMAL FRONT)

Voltage (kV) Current (µA) Exposure Time (second)  Source Sample Distance (cm) Optimization Experimental verification Optimization Experimental verification

1 152.45 50.76 0.708 27.81 48.37 48.60 145.46 145.81

2 170.88 78.9 0.5 35.73 62.21 62.21 124.59 124.42

3 185.26 84.85 0.5 49.55 86.39 86.39 86.39 86.39

4 140 44.92 0.267 14 24.23 24.75 244.09 247.52

5 140 40 1 24.42 42.42 42.64 170.31 170.58

6 140 43.64 2 19.85 34.45 34.57 207.65 207.43

7 140 40 0.5 21.59 37.49 37.63 188.21 188.15

8 140 40 0.267 17.89 31.03 31.20 218.34 218.41

9 140 40 0.267 16.12 27.91 28.29 224.85 226.31

SOLUTION ID

PARETO OPTIMAL SOLUTIONS
EFFECTIVE PIXEL SIZE (µm) UNSHARPNESS(µm) 

OBJECTIVES (PARETO OPTIMAL FRONT)


